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Abstract

Question Answering (QA) is a task in Natural Language Processing that requires the system to
respond, with short one word or phrase answers, to questions posed in Natural Language. Open
domain QA, unlike domain specific QA, places no domain restrictions on the question. Question
Answering does away with the requirement of reading through large amounts of text and allows
users to find the specific piece of information required.

Current state of the art QA systems use shallow reasoning methods, statistical approximation, and
supervised learning. Systems that depend on supervised learning, while being able to achieve the
best performance, require large amounts of tagged data. All three approaches suffer from an
inability to extend to more complex answering systems, such as the ability to answer follow up
questions.

My proposed research aims at solving the problem of QA using a knowledge rich approach. Such
a method will involve the expansion of a core knowledge base from existing natural language
(unstructured data). Additionally, the use of learning to determine specific ontological structures
and methods that might be useful in solving a specific problem will be explored.
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Chapter 1

Introduction

The indexed Surface Web is estimated to contain around 4.68 billion pages (de Kunder, 2008, 2015).
Admittedly the vast majority of this information might have little relevance to a particular individual,
however, given that just the popular AI journals publish over five thousand articles a year (SCImago,
2013), it is safe to assume that individuals have access to vastly more information than they can possibly
sift through.

Current solutions to this information overload range from search engines to (human) personal assis-
tants. With no indications that this explosive growth in information is likely to diminish, the need for an
alternate solution is larger than ever before.

Fortunately, this very information overload is a boon to Computer-based systems. The abundance of
information expressed in Natural Languages, combined with the the possibility that language plays a
significant role in our consciousness (Minsky, 1986), makes Natural Language Understanding, Repre-
sentation and Reasoning an ideal starting point for Machine Cognition.

This opportunity for Machine Cognition and difficulties faced by Human users can most easily be ad-
dressed through Question Answering Systems, which, while providing an intuitive way of sifting through
large amounts of information, can simultaneously provide researchers with real-world interaction data
that will further efforts towards achieving Machine Cognition.

1.1 Problem Definition

For the purpose of this thesis we limit our research to answering Factoid Questions in English. We
explicitly avoid addressing descriptive “Why” questions. Not only do such questions require the identi-
fication and differentiation between causes and effects (Oh et al., 2013), we believe that addressing such
questions using a knowledge rich approach can be made possible only after similarly addressing factoid
questions.

Additionally, we focus on answering Natural Language Questions based on information extracted from
Natural Language text as opposed to structured Knowledge Bases. Finally, we do not restrict ourselves to
document or paragraph level Question Answering wherein the specific document or piece of text contain
the Answer is provided.

1.2 Research Questions

In light of our introduction to the problem of Question Answering, our research will aim at addressing
the following Research Questions:

Research Question 1:
How can relationships between elements of free text and elements in a Knowledge Bases estab-
lished?

1. What are the various elements in free text that can be linked to Knowledge Bases?
2. What are the Knowledge Bases that can be used and what are the advantages of each?
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Research Question 2:
What is the best structure to represent a combination of free text and information extracted from
Knowledge Bases?

1. What structures will enable us to maintain the syntactic structure of free text while enabling us
to process text?

2. How can elements of a Knowledge Base be integrated into the structure representing free text?
3. How can this system be used for Question Answering?

Research Question 3:
How can learning algorithms be used to improve the accuracy of the System?

1. Which specific learning algorithm will provide the best results?
2. How can the structures we use to represent the combination of free text and Knowledge Bases

be parameterized as input to a learning algorithm?

8



Chapter 2

Elements of Question Answering

Traditionally, Question Answering systems consist of three elements. Figure 2.1 provides an overview of
these elements and the relations between them. In this chapter we briefly explore each of these elements
to provide a precursor to the our work. Other than Word Sense Disambiguation, our work does not
involve these elements but instead, in some cases, builds on them. Despite our experiments with Word
Sense Disambiguation we actively avoid it along with any other task that could be used as a building
block for creating a Question Answering system for reasons detailed in Section 7.1.3.

2.1 Natural Language Understanding

Natural Language Understanding (NLU) is by far the most complex element and is required both in
understanding the questions posed by a user and in sifting through Natural Language text while collecting
information that might be useful in answering the question.

Despite early explorations by Schank (1972) into the several sub-tasks that NLU consists of, the prob-
lem remains unsolved.

2.1.1 POS Taggers (State of the Art)
POS tagging systems use a wide variety of methods from Corpus Statistics to some forms of learning.
Current State of the Art in POS tagging is capable of achieving accuracies of up to 97.29% (Manning,
2011), making POS tagging a solved problem.

Initial work on POS tagging was based on hidden Markov models (Brants, 2000). Subsequent work has
involved the use of maximum-entropy Markov model (MEMM) with external lexical information (Denis
and Sagot, 2012), and SVM-based systems such as that described by Giménez and Màrquez (2003).
The state of the art system described by Manning (2011) uses Maximum-entropy cyclic dependency
networks.

2.1.2 Parsing (State of the Art)
Parts of Speech once identified often have extremely different meanings based on their context. Parsing
provides a solution to find the relation between the previously identified Parts of Speech.

Some methods of parsing use Lexicalized probabilistic context-free grammar (PCFG) (Collins, 1996;
Bikel, 2004) with variations such as Lexicalized N-Best PCFG with re-ranking (Charniak and Johnson,
2005).

Typed Dependency Parsers, such as the one introduced by de Marneffe et al. (2006) proved to be far
more accurate. Subsequently, Compositional Vector Grammar parsers (Socher et al., 2013) and neural-
network dependency parser (Chen and Manning, 2014) provide close to 90% accuracy.

2.1.3 Word Sense Disambiguation (State of the Art)
Word-sense disambiguation(WSD), despite being an open problem, has seen significant progress to the
extent that current State of the Art systems can achieve significantly high levels of accuracy (for English)
in most generic domains. (Agirre and Edmonds, 2007)

9



Figure 2.1: An overview of a typical Question Answering System
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Dictionary based WSD systems range from the early Lesk algorithm (Lesk, 1986) to those that make
use lexical knowledge bases such as WordNet (Miller, 1995). Additionally, graph based Algorithms have
had significant success (Agirre et al., 2006), with vastly increased efficiency, when used in conjuncture
with a strong lexical dictionary (Navigli and Lapata, 2010). Additionally, the use of Wikipedia has been
shown to have a significant effect on improving results (Ponzetto and Navigli, 2010).

By far the most effective algorithms for WSD have been supervised and semi-supervised algorithms
(Agirre and Edmonds, 2007).

We discuss our attempts at solving the problem of Word Sense Disambiguation in section 6.4

2.2 Knowledge Representation

Formal Languages have several important applications in a variety of domains in both Computer Science
and Mathematics. They are often used for the purpose of storing and processing knowledge because
they are easily parsable and machine readable. They fall under the broad category of Ontologies. Most
Ontologies that are Complete lack the expressive power to fully express the complexities of real world
knowledge.

2.2.1 Ontologies
OWL
Web Ontology Language (OWL) (Bechhofer, 2009) and the OWL Family provide an ontology based
on XML and due to its work with W3C has had significant adaptation. OWL has subsequently been
superseded by OWL2. The primary objective of OWL is to make web data more easily accessible to
machines.

CycL
CycL (Lenat and Guha, 1991) is the language that is used by the CYC system to store knowledge. CycL
is open-Source.

Dbpedia
Dbpedia (Auer et al., 2007) is a project aimed at extracting and representing as a “database” information
created as part of the Wikipedia project.

2.3 Reasoning

A critical element of our work revolves around representation and reasoning systems. The abundance of
information makes discovery of information relatively easy, however, it is in “making sense” of this data
that the challenge lies.

2.3.1 Description logic and its Extensions
First-order predicate logic, while being more expressive than Propositional logic struggles with decid-
ability.

Description logic.
Description logic (Baader et al., 2003) while offering a solution to both decidability and increased ex-
pressive power is significantly limited by its inability to work with uncertainty. Given that uncertainty is
such a large part of real-world problems, DL is not a system we can work with.

Probabilistic Description Logic
Probabilistic Description Logic (Lukasiewicz, 2008) attempts to solve the problem of uncertainty in
Description Logic, however, inferred rules in PDL are progressively less precise than their parents.
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Bayesian Network-Ontology combinations
Several Bayesian Network-Ontology combinations (da Costa et al., 2008; Koller et al., 1997) have been
employed for the representation of knowledge. The primary problem with such combinations has been
in terms of consistency as Bayesian’s completeness requirement forces them to be less granular than
Ontologies.

Fuzzy and probabilistic semantic networks.
Fuzzy and probabilistic semantic networks (Straccia, 2006) solve the problem of expressing information
but fail in the face of information processing as information is lost during reasoning.

2.3.2 Bayesian Knowledge-driven Ontologies
Bayesian Knowledge-driven Ontology (Santos and Jurmain, 2011) is a State of Art framework which is
a synthesis of semantic networks and generalised Bayesian networks that accommodate incompleteness.
The recency of this framework makes it difficult to gauge its effectiveness although it appears that adding
entities to this framework might pose problems in addition to representation of time.

2.3.3 Minsky Frames
Although Frames have been used for representing data in a wide range of domains, Minsky’s description
of Frames (Minsky, 1975), which refines the definition of frames as data structures that are intended to
recognise instances of patterns through “attributes” is most appropriate for our purposes. These attributes
contain either default values or values specific to an instance or even other attributes.

Despite the adaptation of Minsky Frames for use in Frame Technology, there has been little exploration
of Frames for use as knowledge representation and reasoning frameworks.

2.3.4 Knowledge-Line
Knowledge-Line (Minsky, 1980) represents the associations made between mental agents when a par-
ticular problem is solved. Subsequently,similar problems can be solved by simply “remembering” the
associations made the first time around. Despite being a relatively old concept, K-Line, like Minsky
Frames, have not been explored to any reasonable degree.

2.3.5 Natural Language Generation
Once we have extracted the data we require we then have to give it to the user. Most IR systems simply
list documents. The creation of Natural Language to give this is NLG, the earliest being FoG (Goldberg
et al., 1994).

Current systems are capable of generating reasonably simple Natural Language useful in practice(Reiter
and Dale, 2000). There are several NLG techniques(Reiter and Dale, 1997) but we do not dwell on them
as this aspect of conversational agents is not our focus.
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Chapter 3

Learning Algorithms

Recent trends in Artificial Intelligence have shown that some of the best solutions to a variety of problems
are based on machine learning. Machine learning provides ways of extracting patterns from data, without
such patterns explicitly being defined. This provides for an extremely powerful way of categorising and
sifting through large data sets that are impossible to analyse manually. In this chapter we provide an
overview of various learning algorithms while providing additional details on those specific systems
(such as ANNs) that we use extensively.

3.1 Learning Paradigms

Primarily there are three learning paradigms. Supervised Learning, Unsupervised Learning and Rein-
forced Learning. Although the majority of our work will involve supervised and unsupervised learning
reinforced learning is powerful in certain tasks such as Synchronous machine translation.

3.2 Unsupervised Learning

Unsupervised learning refers to a set of algorithms that classify data into various sets without prior
knowledge of what these classes are. The resultant sets consist of elements that are “close” to each other
in N-Space. There are two approaches to Unsupervised learning, Cluster Analysis and and Latent class
analysis.

Latent class Analysis allows for the use of a probabilistic model that describes the distribution of data
for extraction of classes and extracts information from possible unobserved factors. Clustering on the
other hand uses a generic distance measure for calculation of classes. Latent Class Analysis requires that
parameters are conditionally independent - a criterion that is often violated in our analysis of Natural
Language due to the inherent relation between elements of data such as syntactic and semantic elements.
Instead we use clustering, specifically the K-Means algorithm (MacQueen, 1967), which we discuss in
Section 3.2.1.

3.2.1 Clustering: K-Means Algorithm
K-Means(Duda and Hart, 1973) is a clustering algorithm that assigns elements to clusters based on the
minimum within cluster sum of squares of the vector representation of features in N-Space. Given n
elements x1, x2, ...xn, the algorithm assigns each of xi into clusters c1, c2...ck where k ≤ n. It should
be noted that K-Means is prone to local minimisation and requires the number of clusters to be provided.

Picking the number of clusters to use is a difficult problem and there is no clear automated method
of doing this. One common technique is to check to see how many clusters are useful in downstream
applications if any (such as clustering documents into a reasonable number of topics or T.Shirts into four
sizes - S, M, L, XL - as opposed to a much larger number). Our experiments with Clustering using the
K-Means Algorithm are detailed in Section 6.11.

X-Means
X-Means (Pelleg and Moore, 2000) gets around both local minima and the requirement of being supplied
with the number of clusters. The algorithm works by starting with a single centroid and splitting it into
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two by moving it in a direction proportional to the size of the cluster in opposite directions along a
randomly chosen vector. Once this is done a Bayesian information criterion (Schwarz, 1978) is used
to score the cluster with one and two centroids. This process is repeated until no new centroids are
generated.

X-Means uses the Schwarz criterion (Kass and Wasserman, 1995) in the following form:

BIC(Mj) = l̂j(D)− pj
2
.logR

Where l̂j(D) is the log-likelihood of the he data according to the jthmodel and taken at the maximum-
likelihood point, and pj is the number of parameters in Mj . The largest drawback with this approach
is that it cannot handle data in higher dimensions. Most of the data we handle is often in hundreds of
dimensions.

MDL Principle for Robust Vector Quantization
This method of Robust Vector Quantization (Bischof et al., 1999) starts with a large number of clusters
and subsequently reducing the number of clusters. The outliers are first identified and subsequently
training elements are “encoded” so as to minimise their description length. The advantage of the system
is it’s ability to identify outliers. Ideally, this algorithm should be initialised with as many clusters as data
points. However, such an initialisation would make it extremely inefficient leading to the dependence on
initialisation.

G-means
G-means (Hamerly and Elkan, 2004) starts with a one (or a small number of) clusters and increases the
number of clusters until each cluster’s data comes from a Gaussian distribution. Although this algorithm
is effective in finding a reasonable number of clusters, it suffers the same shortcoming as X-means -
difficulty in handling data in higher dimensions.

The Elbow Method of identifying the optimal number of Clusters
“The Elbow Method” involves the charting of the residual within cluster sum of squares and finding the
point at which the slope reduces (Figure 3.1). It should be noted that there could be several such points
or, in the worst case, no such point. If there are multiple points that match our criterion we pick that
point at which there is the largest reduction in slope. Our experiments with automating this are detailed
in Section 6.11

Figure 3.1: The Elbow for Identifying the Ideal Number of Clusters
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Figure 3.2: Neural Network Architecture

3.3 Supervised Learning

Supervised learning requires training labelled data which is used to create an estimation function. There
are several supervised learning algorithms including Linear Regression (Galton, 1889), Logistic Regres-
sion (Garnier and Quételet, 1838), Decision Trees (Quinlan, 1986), Random Forests (Breiman, 2001),
Support Vector Machines (Cortes and Vapnik, 1995) and Neural Networks (Rosenblatt, 1958).

The specific algorithm picked is based on the expected complexity of the function that is to be es-
timated, the number of training elements available the number of input variables the number of output
variables and other algorithm specific constraints. In this section, we restrict ourselves to Support Vector
Machines and Neural Networks as we use these extensively in our work. We discuss Neural Networks,
Support Vector Machines and Decision Trees.

3.3.1 Artificial Neural Networks
Neural Networks, despite having been around since 1989 (Funahashi, 1989) have had a resurgence in
recent times as computational power has caught up with the requirements of implementing Artificial
Neural Networks (ANN).

State of the Art ANNs have been used, with significant success, in areas ranging from spam filtering
to inverted helicopter flight (Ng et al., 2006). From our perspective, a significant modification to ANNs
is the use of Bayesian Learning (Neal, 1996).

Standard Neural Networks are Directed Acyclic Graphs ( DAGS ) with input nodes whose activa-
tion is based on the current status of a system and whose output is one of several possible classes in a
classification problem. Figure 3.2 represents the generic structure of such a Neural Network.

Each node in the input layer is “activated” based on the input parameters. The activation of subsequent
layers is based on the input they receive, that nodes parameters and the specific activation function being
used (We detail activation functions in Section 3.3.1).

The parameters at each node of the Neural Network are randomly initialised. It is important that none
of these values are identical. The output of each input feature set is calculated based on these random
values (Forwardpropagation) and the error rate, determined by the cost function (Section 3.3.1), at each
node is bubbled back from the known output of the training set using an algorithm called Backpropaga-
tion (Section 3.3.1) (Rumelhart et al., 1988). Once a Neural Network is trained, Forwardpropagation is
used to predict values of previously unseen input sets.

Cost Function
A Cost Function allows us to estimate how well our hypothesis fits the training data. Given X and Θ
to be our parameters and y the output, our objective is to define a cost function (J(Θ)) that captures
hΘ(X) − y (Rumelhart et al., 1988). This allows us to optimise the hypothesis function by minimising
the cost function. In the case of Neural Networks, we additionally define L to be the total number of
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layers in the network, sl to be the number of nodes in layer l and K the number of output nodes or
classes.

We pick a cost function that is both convex and can be derived using the principle of maximum likeli-
hood estimation, the generic form of of which is as follows:

Cost(hΘ(X), y) =

{
−log(hΘ(X)) if y = 1

−log(1− hΘ(X)) if y = 0
(3.1)

We adopt Equation 3.1 to Neural Networks with the notation defined above, which gives us the fol-
lowing cost function:

J(Θ) = − 1

m

[
m∑
i=1

K∑
k=1

y
(i)
k log(hΘ(xi))k + (1− y(i)

k )log(1− (hΘ(x(i)))k

]

− λ

2m

L−1∑
l=1

sl∑
i=1

sl+1∑
j=1

(3.2)

Given this, we minimise the cost function J(Θ) by use of the following partial derivative:

∂

∂Θ
(l)
ij

J(Θ) (3.3)

Backpropagation
Backpropagation (Rumelhart et al., 1988) allows us to optimise the parameters of individual nodes (Θ)
so as to better fit the training data. The first step in Backpropagation is to calculate the derivative of the
cost function (Equation 3.3. The second step is to find the gradient of the parameters of each node in
the network and to subtract a fraction of the gradient from the weight. These steps are repeated until the
network predicts the output satisfactorily. The specific fraction used in step two represents the learning
rate of the network. The higher the learning rate, the faster the training, and the lower it is, the more
accurate the training.

The calculation of the gradient (or partial derivative in Equation 3.3) can be achieved pragmatically
using the following algorithm 1:

Data: Training Set: {(x1, y1), ..., (xm, ym)}
Set ∆

(l)
ij = 0 (for all l, i, j)

for i = 1 to m do
Set a1 = x1

Perform forward propagation to compute a(l) for l = 2, 3, ... , L
Using y(i) compute ∂(l) = a(L) − y(i)

Compute ∂(L−1), ∂(L−2), ..., ∂(2)

∆
(l)
ij := ∆

(l)
ij + a

(l)
j ∂

(l+1)
i

end
Now Calculate:

D
(l)
ij :=

{
1
m∆

(l)
ij + λΘ

(l)
ij if j 6= 0

1
m∆

(l)
ij if j = 0

Algorithm 1: Algorithm for calculating Gradient in Backpropagation

1Ng, Andrew. “Machine Learning”. Coursera: www.coursera.org
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Figure 3.3: The Sigmoid Function

It can be shown thatD(l)
ij calculated in Algorithm 1 gives the value of the partial derivative in Equation

3.3.

Neural Network Activation Functions
Each individual neuron is activated, with respect to x and Θ, the parameters, based on an activation
function. Although different activation functions can be used for this purpose, by far the most common
is the Sigmoid Function. The sigmoid function with respect to x and Θ is given in Equation 3.4. The
behaviour of the generic Sigmoid function is shown in Figure 3.3.

1

1 + e−θT x
(3.4)

3.3.2 Recurrent Neural Networks
Recurrent Neural Networks are Neural Networks whose connections form directed cycles. They stem
from Boltzmann machines (Ackley et al., 1985) which are hard to train due to the exponential number of
configurations of hidden variables (Ackley et al., 1985; Welling and Teh, 2003). Although limiting their
configurations - such as in the case of the Restricted Boltzmann Machine (Smolensky, 1986) - does get
around this problem to some extent, Recurrent Neural Networks have developed to become a super-set of
Boltzmann Machines. The cycles within the connections provide a way for the network to store temporal
information which has been useful in modelling systems that contain sequential steps, including Natural
Language Processing (Mikolov et al., 2013c). Recurrent Neural Networks are also Turing Complete
(Siegelmann and Sontag, 1991).

3.3.3 Long Short Term Memory
Long Short Term Memory Network (LSTM Network) (Hochreiter and Schmidhuber, 1997) is a kind of
Recurrent Neural Network that contains LSTM nodes in addition to or sometimes instead of the standard
Neural Network nodes. These LSTM nodes have the ability to store information and based on inputs
they decide whether to hold that value, “forget” that value or to output it. LSTM Networks have been
successful in learning grammars (Schmidhuber et al., 2002; Gers and Schmidhuber, 2001).

3.3.4 Structured Prediction
Unlike the machine learning algorithms discussed so far Structured Prediction involves classification of
structures as opposed to discrete values. We study Structured Perceptrons which is an extension of the
standard leaner Perceptron for structured prediction2. It should be noted that Perceptrons are an example
of supervised learning with reinforcement.

Structured Perceptron
Structured Perceptron is an extension of the perceptron that provides a method for structured prediction
(Collins, 2002). Given the original input x ∈ X and a hypothesised output y ∈ Y the value Φ(x, y) is a
vector in Euclidean space that depends on the output. Once we learn the weight vector w, this translates
into the “argmax problem” as:

2Rai, Piyush. “Machine Learning”. The University of Utah: www.cs.utah.edu
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Figure 3.4: Convolution of an Image

Figure 3.5: Pooling of Convoluted features

ŷ = argmax
y∈Y

wTΦ(x, y) (3.5)

3.3.5 Convolutional Neural Networks
Convolutional Neural Networks (LeCun and Bengio, 1998) were first used for processing images and
speech where input signals that are adjacent to one another are “averaged” to generate a single feature. A
CNN consists of a one or more Convolutional layers followed by one or more standard fully connected
layers as in a ANN.

Two critical aspects of a CNN are Convolution and Pooling. Convolution involves the “merging” of
elements that are in close proximity to one another to form a single feature. Figure 3.43 shows how an
image can be convoluted.

After Convolution it is possible that the number of features we have are still too many. We make use of
the intuition that features that are useful in one part of the input (image) might also be useful in another.
This process of either averaging or using the maximum of a certain range is called Pooling. Figure 3.53

shows how a convoluted feature set can be Pooled.
Although Convoluted Networks Networks are traditionally used for image and speech processing, they

have recently been used to model sentences (Kalchbrenner et al., 2014) and have been shown to achieve
high performance without additional features such as POS tags and sentence structure information.

3.3.6 Support Vector Machines
Support Vector Machines (Vapnik and Lerner, 1963) use a model that represents each training example
as a point on a hyperplan. The model attempts to maximise the distance between examples of different
classes. It should be noted that SVMs, in this form, are used for classification of problems that are linear
separable. We do not explore this aspect in depth as most of the problems we encounter are not linear
separable.

3Ng, Andrew. “Deep Learning Tutorial”. Stanford: www.stanford.edu
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Figure 3.6: Mapping two dimensional data into three dimensions

When input data is not linear separable the SVN model projects the data into higher dimensions
wherein it might be linear separable. This is achieved using what is known as the Kernel Trick (Boser
et al., 1992). The Kernel Trick allows the model the operate in higher dimensions without actually calcu-
lating points in that dimension making it also computationally efficient. Figure 3.64 provides an insight
into how this mapping is achieved.

We note that SVMs are extremely dependant on the Kernels that are picked and although it is easy to
pick a Kernel for lower dimensions this is not necessarily the case for higher dimensions. For this reason
we do not use SVMs in our work and instead work with Neural Networks. We additionally note that
the “No Free Lunch Theorem” states that there is no way to establish that one classification algorithm is
always better than the other and the performance of each is dependant on the data. In our specific case
however, we alter Neural Networks to represent sentences making them better suited for our purpose.

3.3.7 Decision Trees
Decision Trees are models that classify data (or predict an output) based on input features. This is
achieved by constructing a tree whose leaves are the target classes and branching is determined by the
the value of features at each node. Training consists of starting with a root and splitting the training set
into subsets based on the values of features. This process is repeated for each subsequent node until we
reach a state wherein further splitting does not improve our classification. Figure 3.75 is a Decision Tree
representing the survivors of RMS Titanic.

3.4 Reinforcement Learning

Reinforcement Learning is based on what is generally considered the acceptable method of learning in
psychology (Vapnik, 1995) which, in 1911, Edward Thorndike defined as the The Law of Effect:

Of several responses made to the same situation, those which are accompanied or closely
followed by satisfaction to the animal will, other things being equal, be more firmly connected
with the situation, so that, when it recurs, they will be more likely to recur; those which are
accompanied or closely followed by discomfort to the animal will, other things being equal,
have their connections with that situation weakened, so that, when it recurs, they will be less
likely to occur. The greater the satisfaction or discomfort, the greater the strengthening or
weakening of the bond. (Thorndike, 1911)

This concept of trying different approaches and following that path that provides the “best” result
is central to Reinforcement Learning and was introduced by Minsky in his PhD dissertation (Minsky,
1954). In most cases the system is represented as a Markov decision process (Bellman, 1957). A Markov
decision processes is formally defined as 6:

4Thornton, Chris. “Machine Learning - Lecture 15 Support Vector Machines”. University of Sussex: www.sussex.ac.uk
5DTREG. “Titanic Passenger Survival Analysis”. DTREG: www.dtreg.com
6Ng, Andrew. “Machine Learning (CS229)”. Stanford: www.stanford.edu
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Figure 3.7: Decision Tree representing the survivors of RMS Titanic.

A Markov decision process is a tuple (S,A, Psa, γ, R), where:

• S is a set of states. (For example, in autonomous helicopter flight, S might be the set of all possible
positions and orientations of the helicopter.)

• A is a set of actions. (For example, the set of all possible directions in which you can push the
helicopters control sticks.)

• Psa are the state transition probabilities. For each state s ∈ S and action a ∈ A, Psa is a distribution
over the state space, Psa gives the distribution over the states we will transition to if we take action
a in state s.

• γ ∈ [0, 1) called the discount factor.

• R : S ×A� R is the reward function.

The aim is to identify a specific policy π, that maps a particular state s ∈ S to another state s. Once
this policy π is established the results of the MDP for any given starting state is fixed. Value Iteration
and Policy Iteration are two algorithms that provide a way to calculate π.

3.4.1 Value iteration
Value iteration (Bellman, 1957) works backwards by starting with an arbitrary function π and iteratively
updating it by calculating the rewards recursively for a predefined number of steps.

3.4.2 Policy iteration
Policy iteration (Howard, 1960) on the other hand updates the the model once before maximising the the
reward function before then updating the model again and so on. This modification provides a stopping
condition - when the model does not change over an iteration of the reward function.
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Chapter 4

An Overview of the Methods used for
Question Answering

Question Answering Systems use a wide verity of methods. In this chapter we provide an overview of
these methods based on our exploration of literature in the field.

4.1 Matching Techniques

Most Question Answering systems use a form of matching, either to map questions onto existing struc-
tured databases or directory onto text that might potentially contain the answer.

4.1.1 Matching over Existing Structured Databases
The most popular choice of existing structured databases are Freebase (Bollacker et al., 2008) and DB-
Pedia (Auer et al., 2007).

Yao and Van Durme (2014) have shown that using Freebase can often outperform some sophisticated
approaches while Berant et al. (2013a) have shown how Question Answer pairs can be used to boost
semantic parsing. Fader et al. (2014) have shown how data from Freebase can be combined with auto-
matically extracted data to improve the quality of Question Answering systems. Several other researchers
have developed systems based on Freebase (Cai and Yates, 2013b; Berant and Liang, 2014; Kwiatkowski
et al., 2013; Bao et al., 2014)

Unger et al. (2012) have proposed a method that extracts information from DBPedia by going beyond
the representation of questions as triplets. There have been several other attempts at creating Question
Answering Systems using DBPedia (Walter et al., 2012; Yao et al., 2012). Fader et al. (2014) provide an
overview of systems that use similar KBs.

Logical Forms over Linked Data
He et al. (2014) in their recent work have explored to use of First-order Logic in finding answers within
Linked Data. Other recent work in this area has revolved around an attempt at converting Natural Lan-
guage to a logical form. (Yang et al., 2014)

4.1.2 Pattern based Direct Mappings
Other techniques of mapping involve directly matching Questions and Answers using patterns. Li et al.
(2010) use a semi-supervised method of achieving this while tau Yih et al. (2013) provide a method
dependent on word alignment. An important matching technique that several of these methods rely on
are Hearst patterns (Hearst, 1992).

4.1.3 Machine Learning
A lot of work including the recent work by tau Yih et al. (2014) focuses on using machine learning
techniques to extract similarities between relations and entities. Although such methods have provided
significantly improved results, we focus our efforts on transparent methods, while using machine learning
as a tool for more fundamental tasks.
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4.2 Tuples

Yet another method of representing and reasoning over data for the purpose of question answering is to
store information in the form of Tuples. The most recent and influential work in this regard has been by
Fader et al. (2011). In their paper, they describe ReVerb1, a system that provides a method of extracting
relevant extractions. Fader et al. (2013) subsequently described a method of mapping Open Domain
Questions onto the relations extracted by ReVerb. Fader et al. (2014) have then combined these two
methods to implement a Question Answering system that is now near State of the Art.

There have been others who have represented data in the form of tuples for the purpose of Question
Answering include tau Yih et al. (2014) who use Convolutional neural network models to find similarities
between entities and relations.

4.3 Graphical Representation of Data for Question Answering

A more complex representation of data for the purpose of Question Answering is the use of Graphi-
cal Models. Some of these methods involve working over existing structured databases such as those
described in Section 4.1.1. (tau Yih et al., 2014).

An interesting line of exploration is that by He et al. (2014) who use Markov Logic Networks (Richard-
son and Domingos, 2006) for reasoning.

4.4 Question Classification

Question classification is the process of classifying Questions based on the type of Answers that would
be expected. Questions such as “Who is the Queen of England?” and “Who is the strongest man in
the world?” would be classified as “Person” Questions and those such as “What is the capital of U.K?”
and “Where are the Alps located?” would be classified as “Location”. It is important to note that the
granularity of these classes can be extremely varied.

At first glance this problem seems trivially solved by observing the question words of a question (such
as “What”, “Where” ...). However, this is not the case as can be seen in the following examples: “What
is the name of the person who is considered to be the strongest man in the world?”, “What is the location
of the Alps?”

Gharehchopogh and Lotfi (2013) provide various machine learning techniques used for Question clas-
sification along with the level of accuracy achieved by each of them.

Li and Roth (2002) have achieved an extremely high level of precision ( 98.80% for coarse-grained
and 95% for fine grained classification). Their method however, depends heavily on machine learning
and a large number of features. We have attempted several semantic methods in an attempt to achieve
similar results but have failed. These experiments are described in Section 6.3

4.5 Systems of Note

4.5.1 START
START (Katz and Levin, 1988; Katz and Lin, 2002) is an online Question Answering system developed
by MIT CSAIL. We tested this system and found several shortcomings as can be seen in Figure 4.1.

4.5.2 Google Search
Google has recently started including answers to questions as part of the search results. Unfortunately,
there is little literature detailing their approach apart from some patents (Masuichi et al., 2010; Todhunter
et al., 2010). However, we were able to discern some basic principles behind the workings of this system
from the patents and found it to be lacking due to its dependence on statistical methods. Figure 4.2 shows
one such inaccuracy.

1ReVerb is available at: http://reverb.cs.washington.edu/
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Figure 4.1: Results from the START Question Answering System

Figure 4.2: Bad Answer Results from Google Search

4.5.3 WolframAlpha
WolframAlpha2 is is a Computational Knowledge Engine that provides factoid answers to questions in
natural language. WolframAlpha has been successful in its ability to provide quality answers. However
the number of domains it can answer questions in is limited. This stems from the fact that WolframAlpha
extracts answers for questions from a manually created knowledge base.

2WolframAlpha, “Computational Knowledge Engine”: www.wolframalpha.com
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Chapter 5

The State of Art in Question Answering

Research into Question Answering has had a resurgence after the success of IBM Watson. Significant
work has gone into Question Answering over the last couple of years and we discuss specific papers that
have had a significant impact on the field along with some prior work of extreme importance to Question
Answering.

5.1 Memory Networks

Weston et al. (2014) describe a new learning model that uses a combination of inference components
(consisting of an existing machine learning model e.g. SVN, Neural Networks) and memory. Memory
networks consist of a memory m indexed by mi and four (potentially learned) components I,G,O and
R.

• I: (Input feature map) - Converts the incoming input to the internal feature representation.

• G: (generalisation) - Updates old memories given the new input

• O: (output feature map) - produces a new output given the new input and the current memory state.

• R: (response) - converts the output into the response format desired.

The described method of using memory networks for the task of Question Answering consists of I
taking sentences as input (questions and answers during training) and storing them in consecutive mem-
ory slots (G). Given a question O produces multiple sentences based on supporting memory elements.
R simply returns the particular memory item retrieved although an Recursive Neural Network could be
used to generate a textual output. The work also describes methods of keeping track of when a partic-
ular memory element was added to ensure that, in cases where information is dependant on time, the
appropriate information is picked up.

Memory networks fit into our knowledge representation and reasoning model link to where. Unlike
Long Short Term Memory networks ( Section 3.3.3 ), Memory Networks do not require individual neu-
rons to be changed thus making them more transparent. This system seems to produce results that are
far superior (F1 score of 0.82) compared to (Fader et al., 2014) (F1 score of 0.54), a work we use as a
benchmark.

Memory Networks have also been used to incorporate multiple structured Knowledge Bases for the
purpose of Question Answering (Bordes et al., 2015). We do not explore this in greater detail as our
exploration is focused on extracting Answers from free text Why link here.

5.2 Word Alignment

Word alignment, commonly used in machine translation, involves association of words in different sen-
tences, either in different contexts or languages as the case may be. FAQ-based Question Answering
involves the mapping of a question into existing questions in FAQs so allowing the reuse of quality
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answers. Wang and Ittycheriah (2015) provide a method of achieving State of the Art FAQ matching
through word alignment.

Their method involves extracting features from different questions and finding their similarity through
a Neural Network. We study this method in detail as the ability to find the similarity between sentences
is extremely useful in our exploration of Question Answering.

The questions (which we generalise to sentences) are represented by Q and C where Q = q0, q1...qm
and C = c0, c1...cm where qi and ci are words in the question. The similarities between words is given
by their cosine distance: sim(qi, ci) = max(0, consine(vqi, vcj)). Additionally the method defines the
alignment position for each word (when their order is maintained) to be aligni and the cosine similarity
to be simi. Unaligned words are represented as unaligni. Finally the importance of each word is taken
into account through its inverse document frequency (IDF). With this background the following features
are defined:

• similarity - f0 =
∑
i
simi ∗ idfi∑

i
idfi

This feature measures the similarity based on the aligned words.

• dispersion - f1 =
∑
i

(|aligni − aligni− 1− 1|)2

This feature prefers candidates that have contiguous aligned words.

• penalty - f2 =
∑

unaligni

idfi∑
i
idfi

This feature penalises candidates based on the unaligned words.

• 5 important words - fith = simith ∗ idfith
This feature contains 5 features each representing the alignment score of the ith important word of
which the top five are picked.

• reverse - The above four features are extracted by swapping the questions.

An interesting addition presented in this work is the introduction of “Sparse Features” which improves
the accuracy of the system by 5%. This involves the finding of unrelated sentences that the system finds
relevant and removing, from our model, features extracted from those sentences.

5.3 Surface Text Patterns

We have discussed Pattern Based Direct Mappings in Section 4.1.2. Text patterns are and important
aspect of pattern based mappings. They are patterns - usually regular expressions - that represent the
structure of text. Ravichandran and Hovy (2002) described an important method of learning such patterns
using bootstrapping. Discovering answers is achieved by treating each sentence as a simple sequence of
words and finding repeated word orderings as evidence of useful answer phrases. The following is the
algorithm described for learning patterns:

1 Select an example for a given question, for example, “Mozart 1756” for BIRTHYEAR, where
“Mozart” is the question term and “1756” is the answer.

2 Submit the question and answer terms as queries to a search engine, extract a large number of
results, remove HTML and similar markup before then applying a sentence breaker to the resultant
documents.

3 Retain only those sentences that contain both the question and the answer term.
4 Pass each retained sentence through a suffix tree constructor and retain each phrase that contains

both the question and answer terms.
5 Generalise the results by replacing the question and answer terms with <NAME>and
<ANSWER>.

Algorithm 2: Algorithm for learning patterns
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A significant addition to this was the introduction of a precision to each pattern which is achieved
through the following algorithm:

1 Select an example for a given question, for example, “Mozart 1756” for BIRTHYEAR, where
“Mozart” is the question term and “1756” is the answer.

2 Submit the question and answer terms as queries to a search engine, extract a large number of
results, remove HTML and similar markup before then applying a sentence breaker to the resultant
documents.

3 Retain only those sentences that contain the question.
4 Calculate Precision = Ca/Co where Ca is the number of sentences that contain the answer and co

are those that do not.
5 Additionally, remove those patterns that do not have a minimum number of examples (The authors

choose 5)
Algorithm 3: Algorithm for calculating the precision of each pattern

Once the patterns and precision scores are extracted the following algorithm can be used to find an-
swers:

1 Find the Question type of the given question and extract the question term using any existing system.
2 Submit the question term as a query to a search engine, extract a large number of results, remove

HTML and similar markup before then applying a sentence breaker to the resultant documents.
3 Replace the question term in each sentence by the question tag and extract words matching the

answer tag based on the patterns that we have previous extracted.
4 Sort the answers by the corresponding patterns precision scores.

Algorithm 4: Algorithm for Question Answering using Text Patterns

5.4 Syntax-based Deep Matching

Although not aimed at Question Answering, Wang et al. (2015) describe a method of matching texts
using dependency trees and Deep Neural Networks. We explore this method of matching in relation
to our interest in finding text similarity. The method stems from the observation that dependency tree
matching can provide better correspondence between two sentences than word co-occurrences (Lu and
Li, 2013).

It should be noted that we reach the same conclusion from our experiments described in Section 6.5.2.
The authors describe a method that involves the Product of the Dependency trees using the Direct

Product of Graphs (PoG) described by Vishwanathan et al. (2010) where the product of two graphs
Gx = Vx, Ex and Gy = Vy, Ey is a graph with vertices VX×Y and edges EX×Y given by:

VX×Y = {(vXi , vYi′ )}, vXi ∈ VX , vYi′ ∈ VY
EX×Y = {((vXi , vYi′ (vXj , v

Y
j′ )), (v

X
i , v

Y
j ) ∈ Ex ∩ (vYi′ , v

Y
j′ ∈ EY }

(5.1)

From Equation 5.1 it is immediately obvious that the resultant graph is extremely large. Relations are
extracted from this graph - a process that we do not explore - and are used in a Deep Network which
allows for the estimation of the relation between two sentences. We are specifically interested in the
successful use of dependency trees and less so on the subsequent matching technique primarily because
our initial attempts at establishing similarity will be based on Dependency Pattern Extraction described
in Section Insert Section Here
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5.5 Mining Linked Data

We have explored the use of Graphical Representation of Data for Question Answering and Matching
over Existing Structured Databases in Sections 4.3 and 4.1.1 respectively. Here we explore some of the
papers that are more relevant to our work in greater detail.

There has been a significant amount of work using Freebase (Bollacker et al., 2008) which contains
over 2.9 billion triples. Unfortunately, Google is currently in the process of shutting down Freebase
(Google+, 2015), a significant blow to research in this area especially because of the number of methods
that depend directly on Freebase.

A majority of the work based on Freebase is aimed at converting Natural Language Questions to
SPARQL queries. Bast and Haussmann (2015) describe a method of improving Question Answering
accuracy by use of Freebase. Significant contributions of this work include the integration of entity
recognition and a method of learning to rank pair-wise comparisons of query candidates. The system
consists of four core tasks: Entity identification, Template matching, relation matching and Ranking.
Entity identification is achieved by matching elements of the Question with elements within the KB
which is then used to find relevant templates from an existing list of templates. At this point, the tem-
plate representing the Query still does not contain the information regarding the specific information
mentioned in this question. This is achieved through a combination of methods including word relations
and supervised learning. Finally the results are ranked based on relations in the KB. These elements are
of relevance to our work as we intend to enrich our Dependency Patterns with information from KBs
(Section 7.3.1.

The Conference and Labs of the Evaluation Forum (CLEF) has a evaluation campaign for Question
Answering over Linked Data (QALD) and a large number of participants in QALD-5 (2015) showcased
methods that focus on creating appropriate SPARQL queries.

5.5.1 ISOFT
The system submitted to QALD-5 by Park et al. (2015) details the system “ISOFT” that consists of
three elements: Answer Clue entity identification by use of Explicit Semantic Analysis (Egozi et al.,
2011), Answer clue sentence identification and mapping this information to relevant entities on DBpedia.
Explicit Semantic Analysis is the vectorial representation of text, wherein each word is represented as
a column with individual entities representing its tf-idf value associated with each document. Most
commonly, the corpus used is Wikipedia.

The authors also describe a methods of identifying possible Answer Clue entities which is an extension
of their earlier work (Park et al., 2014). The method described relies on repeated concatenation of the
prepositional or predicate phrases and reduction policies based on the dependency graph. We decide not
to move away from our current method of finding Answer Clue entities (Described in Section 7.3.1).

Our experiments on Wikification have shown that simply searching Wikipedia provides performance
similar to, if not better than Explicit Semantic Analysis. We discuss the possible reason for this in Section
6.8

5.5.2 SemGraphQA
SemGraphQA (Beaumont et al., 2015) uses a method that consist of Entity identification (Answer Clue
entity identification) by use of DBpedia Spotlight (Daiber et al., 2013), class identification for identifi-
cation of questions that require multiple entities or classes as answers and Relation identification. As we
intend to achieve Entity Identification through Wikification (Section 6.8) and we deal only with factoid
questions we focus our attention on Relation identification.

Relation identification in SemGraphQA is improved by use of variations of text so as to increase
recall. This is achieved by use of a lexicon with variants acquired from WordNet - a method we adopt for
extending dependency tree networks (Section 7.3.2). The overall structure of SemGraphQA is similar to
our first attempt at using Frames (Section section:framebasedqa) and the low F1 score of this system
(0.31 as opposed to .73 achieved by Xser - Section 5.5.4) confirms our belief that moving away from
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Frames is a move in the right direction (More on why we move towards Dependency Tree Networks in
Section 7.1).

5.5.3 HAWK
HAWK (Usbeck et al., 2015)1, yet another system evaluated at CLEF-5, also uses dependency trees and
achieves a much higher F1 Score of 0.61. HAWK performs entity annotation (or Answer Clue Entity
Identification) using a combination of DBpedia Spotlight, Wikipedia Miner (Milne and Witten, 2008)
2, TagMe 2 (Ferragina and Scaiella, 2010) 3 and FOX (Speck and Ngonga Ngomo, 2014) 4. We are
currently in the process of testing each of these systems against our Wikification system (Section 6.8) so
as to decide on which to use.

HAWK performs Noun phrase identification using the dependency parse of a sentence. The Noun
Phrase identification algorithm used in HAWK is superior to the one developed by us and we are in the
process of exploring ways in which it can be adapted to our needs. Finally HAWK prunes noisy nodes
from the predicate-argument tree so as to narrow in the the elements that are of most interest. This is
a method we intend to adapt for pruning our extend graphs as described in Section 7.3.2. We do not
discuss other elements of the system that pertain to the generation of SPARQL queries.

5.5.4 Xser
Unfortunately, details of the Xser system used in QALD-5 are yet to be published. We instead, study
the QALD-4 (2014) entry of Xser (Xu et al.). Xser uses several methods that are extremely relevant
to us. Like in other systems Xser has a phase detection step, however, unlike in other systems, Xser
is also assigned a semantic label l ∈ {entity, relation, category, variable}. Xser achieves this by
use of a structured perceptron (Collins, 2002) which is a perceptron for structured prediction. We have
previously discussed Structured prediction in Section 3.3.4.

Xser then creates and parses a phrase DAG based on the entities previously identified. This uses the
framework proposed by Sagae and Tsujii (2008) to find the specific phrase DAG that best represents
the question. We do not study this aspect of the system in detail as we prune dependency trees using a
different approach (described in Section 7.3.2).

Xser also uses PATTY (Nakashole et al., 2012) to construct a lexicon that maps phrases to predicates
and categories in DBpedia.

5.6 Learned Inference Rules

Lao et al. (2012) provide a method of using the Path Ranking Algorithm (Lao and Cohen, 2010) to
combine the dependency tree of a question with elements of a Knowledge Base. This process involves
the linking of elements in the parse tree with corresponding elements in a KB and using the combined
graph to generate path types. Given a KB consisting of concepts C and a set R of labels, each label r
denotes some binary relation in the KB. The KB is a directed, edge-labelled graph G = (C, T ) where
T ⊂ C × R × C or the triple (c, r, c′). Each such triple represents a relation r(c, c′) where r ∈ R. A
path type in G is a sequence π = 〈r1, ..., rm〉 and an instance of the path type is a sequence of nodes
c0, ..., cm. Each path type π = 〈r1, ..., rm〉 is a real-valued feature and for a a query-answer node pair
(s, t), the value of π is P (s→ t;π), the probability of reaching t from s by a random walk that includes
the type. A path type π is considered active for a pair (s, t) if P (s→ t;π) > 0.

During training, for each relation r we start with a set of node pairs Sr = si, ti and create the training
set Dr = (xi, yi) where xi = 〈P (si → ti;π)〉π∈B , is the vector of path feature values for the pair
(si, ti) where yi indicates whether r(si, ti) holds and B is the subset of path types that are picked based
on frequency. This is used to train a Logistic Regression model, where we estimate parameters θ for a
training set D by maximising the objective given by Equation 5.2.

1Code available at: http://aksw.org/Projects/HAWK.html
2Code available at: http://wikipedia-miner.cms.waikato.ac.nz/demos/
3API available at: http://tagme.di.unipi.it/
4Code available at: https://github.com/AKSW/FOX
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Figure 5.1: Dependency Parse of a sentence used as an example in QANTA

F(θ) =
1

|D|
∑

(x,y)∈D

f(x, y; θ)− λ1||θ||1 − λ2||θ||22 (5.2)

where λ1 and λ2 control the strength of the L1-regularisation which helps with structure selection and
L2

2-regularisation which prevents over-fitting. The log-likelihood f(x, y; θ) of example (x, y) is given
by Equation 5.3

f(x, y, θ) = y ln p(x, θ) + (1− y) ln(1− p(x, θ))

p(x, θ) =
exp(θTx)

1 + exp(θTx)

(5.3)

Once this model is trained for each relation r, it can be used to generate new instances of the that
relation with high precision. Section 7.4 describes methods we propose for incorporating this method
into our work.

5.7 QANTA

Iyyer et al. (2014) describe a Question Answering Neural Network with trans-sentential averaging (QANTA)5.
Their work makes use of Dependency-Tree Recursive Networks (DT-RNN) to answer Quiz Bowl ques-
tions and relies heavily on the fact that there are often several Quiz Bowl questions with the same factoid
answer. This redundancy is required because RNNs require many redundant training examples to learn-
ing meaningful representations.

5.7.1 DT-RNN Model
DT-RNN is of great significance to our work as it provides a way to represent both the semantic and
syntactic features of a sentence into an RNN. This warrants an in-depth analysis of QANTA which we
provide in this section.

QANTA takes dependency trees of question sentences and their corresponding answers as input. Each
word w in the vocabulary is represented by a vector xw ∈ Rd. This method of words mapped to vectors
is achieved through the dimentionality reduction of the word co-occurrence matrix. These vectors xw
are stored in a x × V dimensional matrix We where V is the size of our vocabulary. Each node in the
parse tree is associated with three elements. First it the word, in the case of a leaf or sub-tree phrase in
the case of a node. The second is the vector xw and finally a hidden vector hn ∈ Rd. The DT-RNN
recursively combines the current nodes word vector with its childrens hidden vector hn. A d× d matrix,
Wv is introduced to incorporate word vector xw at a node into the node vector hn. Finally, a second d×d
matrix Wr is used to store the weights of the relations between words.

The first step is to compute leaf representations of hn. Given a parse tree (Figure 5.1) the hidden
representation of hhelots is:

5Code available at: https://cs.umd.edu/ miyyer/qblearn/
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hhelots = f(Wv.xhelots + b) (5.4)

where f is a non-linear activation function such as the sigmoid function (Section REF) and b is a bias
term. Once the hn values for the leaves are calculated, each of their parents can then be processed, as an
example consider the word “called”:

hcalled = f(WDOBJ .hhelots +Wv.xcalled + b) (5.5)

It should be noted that WDOBJ is retrieved from Wr and Wv from We.

Unlike previous work (Socher et al., 2011), QANTA trains both the question and the answer in a
single model. The intuition is to attempt to create vector representations wherein the vectors of question
sentences are near their answers and far from the incorrect answers. For training the RNN the gradient
and error need to be defined. Given a sentence with its correct answer c, and j randomly selected incorrect
answers denoted by the subset Z we note that since both c and z are part of the vocabulary xc ∈We and
xz ∈ We. S is defined to be the set of all nodes in the sentence’s dependency tree, where an individual
node s ∈ S is associated with the hidden vector h. The error for this sentence is:

C(S, θ) =
∑
s∈S

∑
z∈Z

L(rank(c, s, Z))max(0, (1− xc.hs + xz.hz)) (5.6)

where the function rank(c, s, Z) provides the rank of the correct answer c with respect to the incorrect

answers Z. This rank is transformed into a loss function using: L(r) =
r∑
i=1

1/i. The final model

minimises the sum of error over all sentences T normalized by the number of nodes N in the training
set:

J(θ) =
1

n

∑
t∈T

C(t, θ) (5.7)

where the parameters θ = (Wr∈R,Wv, Ve, b) and R represents all dependency relations in the data. The
gradient of the objective function, which we calculate using Backpropagation through structure (Section
3.3.4) is:

∂C

∂θ
=

1

N

∑
t∈T

∂J(t)

∂θ
(5.8)

5.8 Machine Comprehension

Recent work in the field of machine comprehension by Hermann et al. (2015) provides an insight into
one possible method of extracting a large corpus of question answer pairs, a critical requirement for large
machine learning based question answering system such as ours. Their method involves the use of the
bullet points the CNN and The Daily Mail provide along side each of their articles. Figure 5.26 shows a
news story from CNN with the associated, manually added, summary.

This provides us with an important way of extracting question answer pairs. The bullet point “North
Korea threatens military action if South doesn’t turn off loudspeakers at border” can easily be converted
to the question “What does North Korea threaten if South doesn’t turn off loudspeakers at border?”.
This provides us with a question and text that contains the answer with the important distinction that the
question does not contain sentences from the text.

Their work goes on to describe a method of using Long Short Term Memory Networks (Section
3.3.3) combined with an attention mechanism inspired by work in translation and image detection, which
consists of two kinds of text processors: “The Attentive Reader” and “The Impatient Reader”. Due to
the recency of this work, we are yet to study these methods in detail.

6CNN, Retrieved 21st August 2015: www.edition.cnn.com
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Figure 5.2: Manually added Summary with the corresponding segment from a News Story.

5.9 New avenues for extracting Question Answer pairs

In Section 5.8 we discussed a method of automatically extracting quality question answer pairs proposed
by Hermann et al. (2015). In this section we discuss the need to find new avenues of extracting similar
data and explore one such possibility.

News, in general, is structured in a way that is commonly called the “Inverted Pyramid”. This struc-
ture ensures that the most newsworthy information is covered at the start of a news story followed by
supporting details and finally any background information - Figure 5.37 provides a visualisation of this.
It ensures that the most relevant information is at the top while information of diminishing importance is
further down the story. From a news reporting perspective, this is extremely useful. It ensures that those
of us who choose to read just a little of each article can gather the essence of it and choose to continue to
read the article based on how interested we might be.

Figure 5.3: The Inverted Pyramid Method of News Reporting.

Despite it’s usefulness as a reporting tool, the Inverted Pyramid could potentially skew the way in
which our system interprets text within an article. To avoid this, we also use Wikipedia to extract similar
information. Simple Wikipedia is an alternative version of Wikipedia wherein the articles are written in
Basic English (Ogden, 1932) and Special English which is used by the broadcaster Voice of America.

We employ a method similar to the one described by Hermann et al. (2015) but replace the summary
with a sentence from Simple Wikipedia and use the standard Wikipedia as a source to find the answer in.

7The Air Force Departmental Publishing Office (AFDPO) derivative work: Makeemlighter. Public domain, via Wikimedia
Commons
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Figure 5.48 provides an comparison of the same article across the two.

Figure 5.4: A comparison of the Article on “United Kingdom” in Simple English Wikipedia and
Wikipedia

It should immediately be noted that this method could be more prone to errors than when dealing with
CNN as can be seen by the different values of population reported in the two articles (63 million on the
Simple Wikipedia as opposed to 64.5 million on Wikipedia). We are in the process of finding ways of
getting around this. However, the large number of sentences now available (every sentence in the Simple
Wikipedia article as opposed to the summaries provided previously) makes this process easier.

We intend to use work on Generating Questions by Mazidi and Nielsen (2014) for converting sum-
maries and sentences into Questions.

5.9.1 Voice of America
The Voice of America is the office broadcasting institution of the United States and provides news in
Special English. As discussed earlier, this provides us with a large amount of text in a format that
is potentially easier to parse. Our initial exploration of this has shown us that there might be ways
of extracting sentence structures from these news stories, however, we are yet to identify methods of
extracting question answer pairs.

5.10 Shortcomings of Existing Systems

We have studied several attempts at Question Answering in this and the previous Chapter. The majority
of the systems that perform well do so in the limited setting of either a single domain, over a Knowledge

8Wikipedia.org, Retrieved 21st August 2015: en.wikipedia.org and simple.wikipedia.org
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Base or within specific kinds of texts. In subsequent Sections (6.5.2, 7.3.2 and 7.1.3) we show the need
to include the complete Dependency Trees of sentences and to avoid the use of systems that require
sequential use of multiple steps. The significantly better performance of learning algorithms across the
domain of Natural Language Processing has shown that it is important to incorporate learning paradigms
into Question Answering Systems.

Although recent work in this field, such as that by Iyyer et al. (2014) (Section 5.7), have managed
to avoid the use of multiple sequential tasks while include an element of learning they remain limited
to a particular kind of text. Our work is aimed at extending these systems so as to move beyond these
limitations.
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Chapter 6

Experimental Results

We performed some experiments to validate the direction of our work. We also studied several other
systems, which have been listed in Appendix B.

6.1 Existing Structured Datasets

Our first experiments involved testing the Recall of existing structured datasets. Although we tested
several of these we found that the Recall with respect to the information we required for Answering
Questions was very low. The databases we tested include: ConceptNet (Liu and Singh, 2004), DBPedia
(Auer et al., 2007) and OpenCyc (Fensel et al., 2008).

6.2 Using Search Engines for Question Answering

Our first attempt at creating a basic Question Answering system was based on AskMSR (Brill et al.,
2002). AskMSR extracts keywords from questions, uses a search engine to find pages that might contain
results, from which potential answers are extracted.

We attempt to replicate this system with the one significant change: We use a semantic method of
extracting search phrases instead of query rewrite rules. We use the Stanford Core NLP Processor (Man-
ning et al., 2014) to find specific sections of the question that are most useful for use in a search phrase.
We describe below the algorithm tested using the question “What was the monetary value of the Nobel
Peace Prize in 1989?”. Figure 6.1 is a representation of the parse tree for this question. We then extract
search phrases using the following Grammar:

NP : {<JJ>+<NN|NNP>+}
NP : {<NN|NNP>+}
NP : {<CD>+}

This method extracts the following search phrase: “monetary value Nobel Peace Prize 1989”. We use
the Bing API to extract results for this particular query. The processes of extracting relevant sections of
web pages that contain the given search term is an engineering problem we address through statistical
methods. We identify the following as sections of web pages that potentially contain the answer to the
given question:

Top Result
On December 10th, 1989, when the Dahai Lama accepted the Peace Prize the rate of exchange was it was $1.00 US to 6.29
Swedish Kronars which means the prize was valued at that time to $476947.
What is the monetary value of the nobel prize when dalai lama .
[How can Dalai Lama get a Nobel peace .
[Why Dalai Lama got the Nobel peace .
What is the monetary value of the nobel prize when dalai lama got .
Best Answer: .The 14th Dalai Lama won the Nobel Prize in 1989.
The Nobel Prize for that year was 3,000,000 Swedish Kronor.

[Chinese, how do you feel that the only Chinese to get a Nobel Prize for promoting Peace is HH Dalai Lama?]
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Figure 6.1: Parse tree for : “What was the monetary value of the Nobel Peace Prize in 1989?”

Second Result
UNKNOWN What was the monetary value of the Nobel Peace Prize in 1989?
However, due to the fact that no one sells them and that no one would buy them, the monetary value is quite useless.
UNKNOWN What was the monetary value of the Nobel Peace Prize .

The monetary value of the Nobel Peace Prize is estimated to be $500,000.

6.2.1 Future Work
These results look promising and our subsequent analysis (Section 7.4) shows how we intend to make
use of Search Engines as an element of our Question Answering System. Although the first step in
developing our system will not require this method as it involves answering questions from within a
single document (Section 7.3.2), we intend to eventually extend this method with the ability to discover
relevant sentences from multiple documents.

6.3 Question Classification

Our next experiment was an attempt to improve Question Classification (Section 4.4) by use of semantic
structures. We use the same parsing techniques developed in the previous section. Our work attempts to
extend the work of Li and Roth (2002).

We work with the assumption that the structure of the sentence can be used to better classify questions.
We shift our focus from parse trees to dependency relations of a sentence. Based on extensive analysis
we make the following empirical observations:

Dependencies related to those words that make a question a question ( such as “what”, “Where” ... )
are of most interest. If there are no such words ( such as in the question “Name the largest city in the
U.K.”, then it is the “Root” of the sentence that is of most interest.

When words are related through one of det, prep of, prep as or amod, it is better to consider the sub-
sequent dependency. For example, when parsing the question “What time of day did Emperor Hirohito
die ?” we encounter the dependency [’det’, ’time’, ’What’], which is of less interest than the depen-
dency linked to it, which is: [’prep of’,’time’,’day’]. We call this process of finding more interesting
dependencies Dependency Bubbling.

Despite several attempts we were unable to reach the level of accuracy achieved by Li and Roth
(2002). However the techniques developed during these experiments have been invaluable in subsequent
explorations.
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6.4 Word Sense Disambiguation

Word Sense Disambiguation (WSD) ( Previously discussed in Section 2.1.3 ) was first introduced as a
problem in Computer Science in 1949 (Weaver, 1949/1955). Despite this, it is still an unsolved problem.
Despite the difficulties in addressing a problem that has been attempted by several researchers over
decades, we note that this is the single biggest obstacle to truly “Understanding” Natural Language and
attempt to find a reasonable solutions to this problem.

We address the problem of WSD by attempting to link words in a sentence to corresponding senses
in WordNet (Miller, 1995) called Synsets. We pick WordNet due to the detailed internal structure it
provides - being able to link words to Synsets will provide researchers with the large amount of data
available on WordNet.

6.4.1 Data sets
We use two large data sets to train and test our WSD system. The first is the data provided at SemEval
2007 (Task 07) for the task of Coarse-Grained WSD (Navigli et al., 2007). The second is the Sem-
Cor corpus (Miller et al., 1993) adapted to WordNet 3. Although we use SemCor for training, all our
experiments are performed on the SemEval Coarse-Grained data.

6.4.2 Implementation and Evaluation of Existing Semantic Methods of WordNet WSD
We (heavily) modify pywsd (Tan, 2014) to test existing some semantic, but old, methods of WSD. The
results observed are listed in Table 6.1.

Sr. No Method Accuracy

1 Simple Lesk (Lesk, 1986) 49.69%
2 Simple Lesk with Stemming 58.58%
3 Adapted Lesk (Banerjee and Pedersen, 2002) 49.69%
4 Adapted Lesk with Stemming 57.97%
5 Cosine Lesk (Basile et al., 2014) 52.14%
6 path Similarity (Wu and Palmer, 1994) 65.95%
7 lch Similarity (Leacock and Chodorow, 1998) 54.90%
8 wup Similarity (Wu and Palmer, 1994) 66.25%
9 res Similarity (Resnik, 1995) 56.74%
10 jcn Similarity (Jiang and Conrath, 1997) 54.90%

Table 6.1: Accuracy of Semantic WSD Methods

6.4.3 Semantic Word Sense Disambiguation using Word Vectors
There are two significant contributions of our work. The first is the use of semantic parsing and Depen-
dency Bubbling (Section 6.3) to find elements of a sentence that are of more importance than the rest.
The second is the use of Word Vectors (Mikolov et al., 2013a,b,c) as a similarity measure.

We use these methods to adapt the Lesk Algorithm (Lesk, 1986) for WSD. We perform Dependency
Bubbling using the dependency parse generated by the Stanford Core NLP package1 and the Google
implementation of Word Vectors2. We use the pre-trained Google database trained over about 100 billion
words through the package gensim (Řehůřek and Sojka, 2010). We list the results of these experiments
in Table 6.2.

1 Available at: http://nlp.stanford.edu/software/CRF-NER.shtml
2 Available at: https://code.google.com/p/word2vec/
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Sr. No Method Accuracy

1 word2vec 69.5%
2 word2vec + Dependency Bubbling on target sentences 67.8%
3 word2vec + Dependency Bubbling on context and target sentences 72.5%
4 word2vec + Dependency Bubbling and TF-IDF on target sentences 68.8%
5 Ignoring the name of the Synset 67.8%

Table 6.2: Comparison of Results from Various Experiments.

6.4.4 State of the Art in Coarse-Grained Synset Disambiguation
There seems to have been little work in the way of Coarse-grained Synset Disambiguation after 2007.
Table 6.3 compares our results of those systems that participated in the SemEval-2007 Task 07 (Navigli
et al., 2007).

System A P R F1

NUS-PT 100.0 82.50 82.50 82.50
NUS-ML 100.0 81.58 81.58 81.58
LCC-WSD 100.0 81.45 81.45 81.45
GPLSI 100.0 79.55 79.55 79.55
BLMF S 100.0 78.89 78.89 78.89
UPV-WSD 100.0 78.63 78.63 78.63
Our System 100.0 72.5 72.5 72.5
TKB-UO 100.0 70.21 70.21 70.21
PU-BCD 90.1 69.72 62.80 66.08
RACAI-SYNWSD 100.0 65.71 65.71 65.71
SUSSX-FR 72.8 71.73 52.23 60.44
USYD 95.3 58.79 56.02 57.37
UOFL 92.7 52.59 48.74 50.60
SUSSX-C-WD 72.8 54.54 39.71 45.96
SUSSX-CR 72.8 54.30 39.53 45.75
UOR-SSI 100.0 83.21 83.21 83.21

Table 6.3: Comparison of our system with the participants of SemEval-2007 Task 07. A : Attempted, P
: Precision, R : Recall and F1 : the F1 Score.

6.4.5 ANN for improved accuracy
Given these encouraging results, the use of Artificial Neural Networks to improve accuracy seemed to be
the obvious next step. The power of ANNs stems from their ability to capture relations between features
that would otherwise have to be programmed in through observation. Given their automated nature,
they have the additional advantage of capturing extremely complex relations that are often impossible to
observe.

Our first attempt is to incorporate all elements described in Section 6.4.3 into the features of an ANN.
We use Fast Artificial Neural Network Library (FANN) Nissen (2003) to implement our Neural Network.
After generation of features, each Word Sense has, associated with it, a set of features and an output bit
that is either 1 or -1 depending on if it is the correct sense or not.

Table 6.4 shows that the best accuracy value achieved is 67.41%, lower than the 72.5% achieved by
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Connection
Rate

Learning
Rate

Input
Features

Hidden
Layer 1

Hidden
Layer 2

Output Min Error Accuracy

1.00 0.70 61 100 N/A 1 0.00300 65.16

1.00 1.00 61 100 N/A 1 0.00290 62.92

1.00 1.00 61 100 N/A 1 0.23456 55.05

1.00 0.10 61 100 N/A 1 0.00103 67.41

0.80 0.10 61 100 N/A 1 0.01185 62.92

1.00 0.10 61 10 N/A 1 0.00991 59.55

1.00 0.10 61 500 N/A 1 0.00991 66.29

1.00 0.10 61 100 50 1 0.06431 67.41

Table 6.4: Accuracy values for different types of ANNs tested.

our system without ANNs. To better understand why this is the case we plot the Train Error vs the Cross
Validation Error ( Figure: 6.2 ), a common way of testing the Bias and Variance of a model. A high
variance shows that our model is over-fitting the train data whereas a high bias shows that our model is
not complex enough to represent the function that expresses the training data. It can be seen from Figure
6.2 that neither of this is the case. Additionally we also know that more data will not help because the
Train Error and Cross Reference Errors meet.

Figure 6.2: Train Error vs Cross Reference Error of ANN based WSD

Possible Causes for failure
In our model, we use a single output Neural Network that classifies each possible sense into a Yes or a
No category representing the possibility that that word sense is the correct sense based on the features of
the input word. We run the same model on each of the possible Word Senses and pick that Sense that was
assigned the highest confidence by the model. However, since we want to classification each word into
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multiple senses each of which are independent and binary, we can use multinomial classification which
is provided by Artificial Neural Networks with multiple outputs.

6.4.6 Multiple Output Artificial Neural Networks
Multinomial classification has the advantage of being able to utilise cross-entropy error that allows us to
simultaneously learn the relations between output classes during training.

Unfortunately, the Multiple output ANN does not do much better than the Single output ANN. As
in the case of single output ANNs we tested the Bias and Variance of the system and although these
parameters were fine tuned, we reached a similar conclusion.

Possible Causes for failure
So as to capture all information we also include the “position” of each word sense. This position reflects
the frequency with which each sense is used.

Figure 6.3: The Frequency of use of a Word Sense plotted against the Frequency Position of a Word
Sense

Figure 6.3 represent the frequency with which each position is the correct sense in the SemCor corpus
(Fellbaum et al., 1997). It is immediately obvious that the first couple of frequently occurring senses
do so with an extremely high frequency. This is further exemplified by the fact that picking the most
common sense provides an accuracy of over 57%. This skewing of data causes the Neural Network to
vastly increase the importance of the position variable thereby limiting the extent to which our model
can improve.

6.5 Verb Sense Disambiguation

In an attempt to improve the accuracy of our Word Sense Disambiguation system, we first analyse the
accuracy of our system on each of the different Senses. Table 6.5 shows the accuracy achieved by our
system broken up by different Word Senses along with the frequency with which each of those word
senses occur in SemCor.

An analysis of Table 6.5 shows that an increase in accuracy of Verb Senses will have the largest
positive impact on our system.
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Word Sense Accuracy (%) % of Total Words

Adverb 86.66 12.20
Adjective 47.05 13.82

Noun 80.00 44.72
Verb 75.00 29.27

Table 6.5: Accuracy achieved by our method for each Word Sense along with that Sense’s frequency.

We also note that, so far, we have used vector similarities to measure similarity between a word in
a particular context and each of the possible senses of that word - a method that, although extremely
powerful for nouns, might not be useful in the case of Verb Sense Disambiguation.

6.5.1 Verb Frames
WordNet provides standard structures that each verb, when used in a particular sense, can be used in. For
example, WordNet lists the following to be the verb frames for the word “run” when used in the form
“to move fast using one’s feet”: [’Something run’, ’Somebody run’, ’Somebody run PP’]. It should be
noted that frames do not uniquely identify the sense of that word. The same word “run”, when used in
the sense “the story or argument runs as follows” also has the frame [’Something run’]. However, we
start with the hypothesis that the additional information that can be extracted from frames can be used,
in conjuncture, with other information, to improve Verb Sense Disambiguation.

To achieve this we attempt to find ways in which we can find the frame in which a particular word is
being used, given the sentence that it occurs in.

It is important to note the distinction between Verb Frames and Frames used for Natural Language
representation such as Minsky Frames (Section 2.3.3).

6.5.2 Dependency Bubbling
Our first attempt at discovering frames is based on Dependency Bubbling (Section 6.3). Although De-
pendency Bubbling works well for simple sentences, we find that it fails for more complex sentence
structures and the algorithmic complexity of improving Dependency Bubbling is prohibitive.

As an example, consider the sentence “The jury said it did find that many of Georgia’s registration
and election laws ’are outmoded or inadequate and often ambiguous’ ”. The Dependency Parse of this
sentence is as follows is shown in Figure 6.4.

[[’root’, ’ROOT’, ’said’],
[’det’, ’jury’, ’The’],
[’nsubj’, ’said’, ’jury’],
[’nsubj’, ’did’, ’it’],
[’ccomp’, ’said’, ’did’],
[’csubj’, ’outmoded’, ’find’],
[’det’, ’many’, ’that’],
[’dobj’, ’find’, ’many’],
[’poss’, ’registration’, ’Georgia’],
[’prep_of’, ’many’, ’registration’],
[’nn’, ’laws’, ’election’],
[’conj_and’, ’registration’, ’laws’],
[’cop’, ’outmoded’, ’are’],
[’ccomp’, ’did’, ’outmoded’],
[’conj_or’, ’outmoded’, ’inadequate’],
[’advmod’, ’ambiguous’, ’often’],
[’conj_and’, ’outmoded’, ’ambiguous’]]

Figure 6.4: Dependencies of the sentence (Details in text)

As a first step towards finding Frames we attempt to discover what we call the left and right connectors.
Left and right connects are noun phrases on the left and right of the verb of interest. We expect the left
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and right connectors of the verb “find” in the above sentence to be “Jury” and “Law”, providing us with
the frame template “Jury find Law”.

This however, is not the result we achieve use the Dependency Bubbling method described earlier. De-
pendency Bubbling fails to identify a left connector and identifies “that many” to be the right connector,
resulting in “find that many” as the frame template.

6.5.3 Dependency Tree Parsing
From our exploration of Dependency Bubbling (Section 6.5.2), we have seen that dependencies alone
do not contain all the information we require in extracting the left and right connects (also described in
Section 6.5.2). Discovering connectors requires us to find, potentially distant, words that are connected
verb of interest. We achieve this by using the entire dependency tree. We note that this is the same
conclusion reached by Wang et al. (2015), in their work described in Section 5.4.

Figure 6.5: Dependency Tree of the sentence (Details in text)

Consider the dependency tree for the same sentence detailed in Figure 6.5. As in the case of Depen-
dency Bubbling, we attempt to find the connectors for verb “find”. Before we attempt to find connectors
we first find the location of the Verb of interest in the Parse Tree, which we achieve through Depth First
Search. Once this is done we address the discovery of each of the two connectors independently. We
present the algorithm we use to discover the left connector in Algorithm 5.

The intuition behind the algorithm is that the connector on the left is part of the first noun phrase that
appears on any left branch of the lowest parent of the node associated with the verb of interest. As can
be seen from the example we discuss, this simultaneously eliminates the need for anaphora resolution
within a sentence as we ignore elements that are not nouns.

We note that it is possible for a node in the dependency tree to have more than two children. In such
cases we define a “left” sub-tree to be a sub-tree starting from every child that is to the left of path we
took to reach this position and the “right” sub-tree to be every sub-tree starting from every child to the
right of the path we took to reach this position.

41



Data: Parse Tree for a sentence and the verb (V ) for which the left connector is required
Result: The Left Connector of the verb V
Stack S = ∅
Node Nv = Location of Verb.
Current Node Nc = Nv

while Connection is yet to be found do
Np = Parent(Nc)
if NP = Root then

Set the Left Connector to be None
Set Connection is Found to be True.

else
if Type(Np) = (S or SBAR) then

if We have not processed the left branch of Np then
Push Np on to stack S
Perform a Depth First Search on the left branch of Np to find a Noun Phrase
if We find a Noun Phrase then

Find the Head of the Noun Phrase
(Which we currently do by picking the left most word in the Noun Phrase)

Set the Left Connector to be the Head of the Noun Phrase
Set Connection is Found to be True.

else
Restore Np from the Stack S and set it as the Current Node being Processed
Mark the left tree of Np as processed

end
else

Set Nc = Np

end
end

end
end

Algorithm 5: Algorithm for Discovering the Left Connector of a Verb.

We use a similar method to discover the right connect of a verb. The difference however is that we
now attempt to find a noun phrase in the highest right sub-tree of the parent of the node representing the
verb of interest. We present our method of discovering the right connector in Algorithm 6.

Our algorithm starts with the node representing the Verb Phrase of the Verb of interest and performs a
right depth first search to find a noun phrase. We define a right depth first search to be a depth first search
where sub-trees are always searched starting with the right most possible branch at every stage. Once we
discover a noun phrase we pick the head of that noun phrase as the right connector.

Both of these algorithms have been extended to handle phrases. This allows us to consider phrases
such as “speak up”, which are verb phrases have meanings that are different from the verb they contain
(in this case “speak”).
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Data: Parse Tree for a sentence and the verb (V ) for which the right connector is required
Result: The Right Connector of the verb V
Stack S = ∅
Node Nv = Location of Verb.
Current Node Nc = Nvp (Node representing the Verb Phrase of V )
while Connection is yet to be found do

Push all Right Children of Nc on to Stack S moving left to right.
for Node Ni on Stack S do

if Type(Ni) = NP then
Set the Right Connector to be the Head of the Noun Phrase Ni

Set Connection is Found to be True.
Pop all Elements in Stach S

else
Push all Right Children of Ni on to Stack S moving left to right.

end
end
if Connection is yet to be found then

Set the Right Connector to be None
Set Connection is Found to be True.

end
end

Algorithm 6: Algorithm for Discovering the Right Connector of a Verb.

We present our results in the Table 6.6. It should be noted that the last column is an instance wherein
we have failed to find the appropriate Right Connector. This is because of errors in POS tagging, a
shortcoming that we are forced to work with. Despite our best efforts, the complexity structures of
sentences and the errors in pre-processing methods (POS tagging and Dependency Parsing) result in an
system that has errors. We tested the system by manually sampling verbs from a hundred sentences for
which we find right and left connectors.

Engineering Difficulties
These algorithms were implemented in Python 3 by use of NLTK (Bird et al., 2009) and the Stanford
CoreNLP (Manning et al., 2014). We tried to ensure that our implementation is compatible with NLTK
so as to ensure that we can make use of the rich text processing features of NLTK. This required us
to convert the CoreNLP representation of dependency trees to NLTK and to then to work with that
representation. NLTK, to the best of our knowledge, does not provide inbuilt methods for Depth First
Search, especially, Right and Left first Depth First Search. This forced us to implement all of these
elements while ensuring structural compatibility with NLTK. This flexible implementation enabled us to
easily extending these algorithms to be able to handle phrases.

6.5.4 Converting Frame Connectors to Frame Strings
Now that we have a method of extracting left and right connectors we can build what we call a Frame
Connector. A Frame Connector is a triple (nl, v, nr) where nl represents the left connector, nr the right
connector and v the verb. So as to eventually match the frame that a particular verb occurs into the valid
frames of each sense of that verb we convert Frame Connectors to Frame Strings.

This process requires us to identify if nouns nl and nr are “Someone” or “Something”. We make use
of the hierarchical structure of WordNet. At this juncture it should be noted that this, in essence, requires
Noun Sense disambiguation as we need to find the appropriate sense of the noun so as to find its “type”
(Something or Someone). However, we observe that several different senses of the same word often
have the same type. Table 6.7 shows the Hypernym Closures of each of the Nouns Senses of the word
“Article”. We note that all of them resolve to “Something” (as opposed to “Someone”).
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Sentence Verb Left Connector Right Connector

Longer Your Oct. 6 editorial
“The Ill Homeless” referred to
research by us and six of our
colleagues that was reported in
the Sept. 8 issue of the Journal
of the American Medical
Association.

referred editorial research

reported research issue

There is no sign that you
bothered to consider the inverse
of your logic : namely , that
mental illness and substance
abuse might be to some degree
consequences rather than causes
of homelessness.

consider you inverse

bothered you None

Table 6.6: Results of the Left and Right Connector Algorithms.

Definition Hypernym Closure

nonfictional prose forming an
independent part of a
publication

article.n.01→ nonfiction.n.01→ piece.n.06→ prose.n.01→
creation.n.02→ writing style.n.01→ artifact.n.01

one of a class of artifacts
article.n.01→ artifact.n.01→ whole.n.02→
object.n.01article.n.01→ physical entity.n.01→ entity.n.01

a separate section of a legal
document (as a statute or
contract or will

article.n.02→ section.n.01→ music.n.01→ writing.n.02→
auditory communication.n.01→ written communication.n.01
→ communication.n.02

(grammar) a determiner that
may indicate the specificity of
reference of a noun phrase

article.n.04→ determiner.n.02→ function word.n.01→
word.n.01→ language unit.n.01→ part.n.01→ relation.n.01→
abstraction.n.06→ entity.n.01

Table 6.7: Hypernym Closures of each Noun Sense of the Word “article”, showing that they all resolve
to “Something”.

Based on this observation we hypothesise that the type that most Noun Senses resolve to is the type
of the noun we are interested in. In addition, we need to establish a method of translating top concepts
in WordNet to a particular type. We do this by mapping the WordNet concepts ’person’, ’people’, ’liv-
ing thing’, ’animal’ and ’social group’ to be of the type “Someone” and ’information’, ’event’, ’writ-
ten communication’, ’physical property’, ’possession’, ’abstraction’ , ’psychological feature’, ’physi-
cal entity’ to be of the type “Something”.
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6.5.5 Verb Senses Disambiguation using Verb Frames
Once we find the Frame for a verb in a given sentence we attempt Verb Sense Disambiguation. As we
noted in Section 6.5.1, Verb Frames do not uniquely determine the Sense of a verb because multiple
senses of a verb can have the same frame. Table 6.6 further shows how our method (Described in
Algorithms 5 and 6) of finding Frame Connectors is not perfect. We also make assumptions when
converting nouns in Frame Connectors (Described in Section 6.5.4). Errors in each of these steps tend to
be amplified by the next step resulting in poor Verb Sense Disambiguation.

Verb Sense Disambiguation using Verb Frames and Statistical Methods
As a final attempt we use multiple statistical methods to try to boost the performance of our Verb Sense
Disambiguation system. We use Frames in conjuncture with the positional frequency analysis we per-
formed in Section 6.5, and Word Vectors discussed in Section 6.4.3 as parameters to various statistical
model to see how the performance might improve.

We first attempt to combine these results using Bayes’ Theorem. We test the accuracy of each method
individually and define P (f), P (p) and P (v) to be the probability with which each of the methods
Frames, Positional and Word Vectors succeed at Verb Sense Disambiguation. We then run all three
methods for each instance of Verb Sense Disambiguation and use conditional probability to disambiguate
the sense of that verb.

This method, as it turns out, is theoretically unsound as the probabilities of success of each method
are calculated across multiple attempts at VSD whereas we use them to calculate the probabilities in a
single instance across multiple senses of the same word resulting in poor results.

Despite this shortcoming we attempt to repeat this by replacing conditional probabilities with ANN.
Unfortunately, this provides us with an accuracy of 69%, well below the 75% we achieved by use of
Word Vectors.

6.6 Extending Verb Connectors

In this section we describe our experiments with Verb Connectors that we initially developed for the
purpose of Verb Frame identification (Section 6.5.3. Consider the sentence we analysed earlier “Your
Oct. 6 editorial ’The Ill Homeless’ referred to research by us and six of our colleagues that was reported
in the Sept. 8 issue of the Journal of the American Medical Association.”. We have previously seen how
the Verb Connectors for the Verb “reported” in this sentence are “research” and “Issue”. We observe
that these words alone, while providing a lot of context miss important information regarding how these
elements interact with each other.

We observe that a phrase that better captures the context of the verb “reported” is: “research by” “re-
ported in the” “Issue of”. In order to capture this we extend our Connector Identifications Algorithms (5
and 6) to also capture prepositions, a set of different tenses of “be” such as “is”, “are” and the determiner
“the”. We call these Extended Verb Connectors.

Extended Verb Connectors provide us a way of better contextualising verbs. We combine the Left
and Right Connectors (without extensions) with the Extended Verb to form two independent Extended
Connectors. More concretely, in the example above, this would give us “research reported in the” and
“reported in the issue”. We extract sentence containing these phrases and observe that all of them contain
the word “reported” in the same sense as the original sentence. Table 6.8 is a list of sentences extracted
from the Internet for each of the Extended Connectors.

From the results in Table 6.8 we notice that this method provides several sentences all of which use
the word “reported” in the same sense. Extended Connectors also have the advantage of discovering
sentences in different contexts as is demonstrated by the highlighted sentences in the same table.

However, there are several instances wherein the verb might not be extendable as is the case of the
verb “had” in the sentence: “The jury further said in term end presentments that the City Executive
Committee, which had over-all charge of the election , ’deserves the praise and thanks of the City of
Atlanta’ for the manner in which the election was conducted.”. The verb “had” has not Connectors
Extendable and so we create the left and right extended connectors using the the left and right extended
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Left Extended Connector
(“research reported in the”)

Right Extended Connector
(“reported in the issue”)

In addition to our regular posts, we launched
a How to “Research the Headlines” series.
Intended as a ’10 top tips’ to “help [our
readers] to get closer to the truth of any
research reported in the media”.

You might need to install the module or
theme on your test site in order to follow the
steps reported in the issue.

Dr Chris Stevens’ ’research reported in the
Guardian

That Question was put to all 650 big-league
performers by the New York Times over ten
days in June 1983, with the results reported
in the issue of July 4, a neatly chosen date.

In this activity students will make use of a
website which provides commentaries on
health research reported in the mainstream
media.

In case an issue is detected in automation
script, the defect is reported in the issue
tracker with Immediate priority and will
be addressed within the day in order to
provide a successful execution next day.

Through our How to “Research the
Headlines” series, we’ve provided some
simple suggestions to assist with your critical
consumption of research reported in the
media.

@webron , actually I found this issue
because the default value is csv as reported
in the issue #1160 .

Psychologists often find their research
reported in the popular press.

In Visual Studio, unnecessary or missing
transitive includes are reported in the issue
list as one of the following issues:
HA.DUPLICATE, HA.OPTIMIZE or
HA.UNUSED.

Table 6.8: Sentences Extracted from the Internet for Each of the Extended Connectors, with a signifi-
cantly different context highlighted in bold.

connectors concatenated with the verb, giving us: “Committee had” and “had charge of”. Regardless
of the method we use, we always have two connectors to work with. We try to get around this by use
of Normalized Google distance, proposed by Cilibrasi and Vitányi (2004) for finding the similarity of
words using Google. The Normalized Google Distance between two search terms x and y is given by
Equation 6.1.

NGD(x, y) =
max{log f(x), log f(y)} − log f(x, y)

logM −min{log f(x), log f(y)}
(6.1)

where M is the total number of web pages searched by Google, f(x) and f(y) are the number of hits for
search terms x and y, respectively and f(x, y) is the number of web pages on which both x and y occur.

We adapt NGD, to identify the Extended Connector that is better suited to capture the context of the
verb of interest. We do this by combining results from Microsoft Bing and Bing News. We note that we
cannot directly use NGD as the number of results reported are more representative of the actual number
rather than the exact number of results, a change possibly incorporated by search engines recently. We
do not detail the equations used for this purpose as this is still a work in progress.
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6.7 Verb Walker

We are in the process of experimenting with replacing the verb in Extended Verb Connectors (Section
6.6) with other verbs to find verbs that can be used used in place of the original verb. This method
allows us to find verbs that are related to the original verb while not necessarily being a synonym. An
example of such a pair is “won” and “awarded”. We would like to infer that a person winning something
is identical to that same person being awarded the same thing, despite the fact that “won” and “awarded”
are not synonyms.

This method also enables us to narrow down synonyms of a verb in a particular context. As an example,
the synonyms of the word “run” include “escape, operate and extend” depending on the particular sense
it is being used in. In the sentence “When he saw that he was in danger, he ran”, the word “ran” can
be replaced with the word “escaped” whereas in the sentence “The trains are run on time”, we cannot
replace the word “run” with “escaped” but can only do so with the word “operated”.

We call this method of replacing a particular verb with another “Verb Walking”. We compare the simi-
larity of two Extended Verb Connectors by using a method similar to that of Normalised Google Distance
proposed by Cilibrasi and Vitányi (2004) and described in Section 6.6. We significantly introduce the
counts of each of the verbs and connectors so as to ensure that we are not dealing with different contexts
as in the examples that are in bold in Table 6.8.

Initial experiments have been promising, however, we do not list the details of the equations defining
the similarity between connectors here because, as of writing this report, it remains a work in progress.

We were tempted to revisit the problem of Verb Sense Disambiguation and attempt to solve it using
Verb Walking. Unfortunately, not all senses of a verb have unique synonym making it impossible to use
this method to disambiguate senses.

6.7.1 Verb Tense Converter
The examples provided in Section 6.7 show that it is essential to have synonyms of verbs in the same
tense so as to use our method of Verb Walking. We develop a system that converts a verb to the same tense
as that of another verb. Our work extends the programs available on the Nodebox English Linguistics
library3

6.8 Wikification

Wikification is the processes of linking elements in free text to the corresponding Wikipedia Pages. Wik-
ify! (Mihalcea and Csomai, 2007) is one of several such system (Milne and Witten, 2008; Ferragina and
Scaiella, 2010; Speck and Ngonga Ngomo, 2014) that achieves impressive results. Figure 6.6 provides
an example of this process. More formally, the task requires one to find the Wikipedia Page W that is
associated with an element e in the sentence s.

Figure 6.6: An Example of Wikification
3NodeBox. “NodeBox Linguistics Tools”. Code available at: www.nodebox.net
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We address this problem by simply searching for the element e on Wikipedia, extracting the results R
and measuring the similarity between e and each r ∈ R. Our experiments show that the most effective
similarity measure is word overlap, failing which we use a vector similarity measure SECTION. Should
we fail to find a result r that either has a word overlap or a vector similarity higher than λ (Which we
determine empirically), we return no associated page E.

Significantly, this method ensures that we have access to the latest version of Wikipedia and that we
implicitly incorporate click through statistics that Wikipedia incorporates into it’s search results.

6.9 Temporal and Regional Contextualisation

Words and phrases often mean very different things in different countries and at different times. For
example the word “War” might conjure up very different ideas depending on where and when it was
mentioned. In the 40s for example, most people would associate the word “war”, with no additional
contextualisation, to refer to the Second World War whereas that is not the case today. Similarly the word
“President” refers to different individuals in different countries. There are, however, certain elements of
knowledge that are agnostic to the time and place of utterance. We attempt to get around this by use of
what we call Top-of-mind Awareness.

6.9.1 Top-of-mind Awareness.
Top-of-mind Awareness (TOMA), is a marketing term, that refers to a brand or specific product coming
first in customers’ minds when thinking of a particular industry and is considered an important metric in
measuring brand awareness (Farris et al., 2010).

We use this idea to establish temporal and regional contextualisation by using the frequency with
which a particular term is used on Twitter, a popular social networking platform. Intuitively, we expect
phrases that are closely associated to appear in the same “Tweet” and so when attempting to identify what
people in a particular region associate a phrase with we analyse tweets containing that phrase from that
region. More concretely, to identify who people in India and Athens refer to when talking about “Prime
Minister”, we search for tweets containing the phrase “Prime Minister” from both those locations and
analyse these results. Figure 6.74 shows search results for the phrase “Prime Minister” limited to results
from Athens and Delhi.

Figure 6.7: Twitter Results for “Prime Minister” from Athens (left) and Delhi (right)

Given a phrase P and a region r we define Twitter search results for P from r to be Tr(P ). Let E
represent an entity that appears with a frequency greater than λ (which we determine empirically) in a
set of search results, we define ETr to be such an entity in the search results Tr(P ), |ETr | as the number
of results from region r containing the element E, and ET 1

r
, ..., ET i

r
and |ET 1

r
|, ..., |ET i

r
| to be all such

entities and their counts respectively. We note here that an “Entity” is a phrase that contains an associated
Wikipedia entry. This use of Wikification (Section SECTION) allows us to standardise entity names.
To identify entities related to the phrase P in regions r1 amongst regions of interest r1 and r2 we use the
equation:

4Twitter. Search Results, Retrieved 22nd Aug 2015: www.twitter.com
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max
j∈|E|

( |E
T j
r1
|

max(1, |E
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where rg refers to global results with no regional restrictions.
We have also used TOMA to find the more widely accepted uses of phrases (“The big brown fox”

as opposed to “The brown big fox”(Minsky, 1986)). Figure 6.84 illustrates how this can be achieved.
It must be noted that we do not consider the absolute number of results but the number of results over
a fixed duration - “The big brown fox” has several results in the couple of months prior to the day the
search results were extracted whereas “The brown big fox” has three results over several years.

Figure 6.8: Train Error vs Cross Reference Error of Connect Four Training Data

TOMA provides us a way with contextualising phrases an important element when working with fast
changing information such as news. We use TOMA sparingly as we focus on creating a model for a more
general Question Answering System that is not limited to News.

6.10 Showing the Need for More Complex Neural Networks

Despite the vast amounts of literature detailing instances wherein different kinds of Neural Networks are
more powerful than standard Backpropagation Neural Networks, we felt the need to convince ourselves
of this fact so as to have an intuitive understanding of the kind of problems that cannot be solved by use
of standard ANNs.

For this purpose we pick the popular game “Connect Four” which consists of which is a two player
connection game played on a 6 high and 7 wide grid. Each player, picks a different colour and drops his
disks along a column which falls on the next empty row along that column. The aim of the game is to
Connect four disks either vertically, horizontally or diagonally.

We parametrise the board for an ANN by representing disks belonging to one player by 1, the other by
−1 and empty slots by 0 and concatenating all rows. We intentionally do not attempt to optimise these
parameters so as to allow our model to learn all possible interactions between various elements.

Training examples are obtained by having the system play against itself repeatedly. At the end of each
game, the winning move is given a score of 1, the move by the losing player a−1 and all previous moves
are given training weights of 1× 7−n for the winning player and −1× 7−n for the losing player where
n represents the number of moves that player is from completing the game. So for example, when the
game is won, the value of n will be 0. We use divide the score by 7 to represent the probability of a
particular move being the optimal move or not based on the 7 possible moves available.

We left our program running for several days and found no improvement in its ability to play connect
four. We show the changes in the Train Error and Cross reference error in Figure 6.9. We note that
we expect a graph that is similar to that in Figure 6.2 (Train and Cross reference errors for WSD). This
bizarre graph can only be explained by the fact that standard Neural Networks cannot adequately learn
the intricacies of the game which requires planning over time and so Recurrent Neural Networks.

6.11 K-Means

We explore methods of automatically finding the number of optimal classes in K-means (described in
Section 3.2.1) using the Elbow method (Detailed in Section 3.2.1).
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Figure 6.9: Train Error vs Cross Reference Error of Connect Four Training Data

Our approach involved running K-Means repeatedly to classify elements into classes of sizes between
1 and the number of elements in the data. We then calculate the change in the residual within cluster sum
of squares to find the point at which the slope changes significantly, indicating the elbow.

Repeated runs of this method do not produce the same number of clusters as the optimal number
of clusters. To get around this, we run this several times, use the clusters provided by our system as
parameters and treat the task of finding the optimal number of clusters as a clustering problem from
which we pick the cluster with the largest size. We note that, should the number of elements be extremely
large, this process might have to be repeated multiple times inductively.

Unfortunately, our experiments showed that this method does not produce the same number of cluster
as the optimal number of clusters.
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Chapter 7

Research Objectives, Methods and
Evaluation

In Chapters 6 we discussed the various experiments we performed for better understanding the intricacies
of Natural Language Processing and more specifically the identification of elements of sentences that
might be useful for Question Answering. In this Chapter we start with our observations and conclusions
based on these experiments, link them to the current State of the Art in Question Answering described
in Chapter 5, before then detailing the direction of research we intend to explore so as to achieve Open
Domain Question Answering.

7.1 Observations based on Experiments

As our focus is the creation of a Question Answering System based on Natural Language Understanding
and not statistical methods (Problem Definition, Section 1.1) we started off by exploring existing Knowl-
edge Bases (KB). Our experiments with such KBs proved that the data contained within them, despite
decades of data collection, is insufficient for our purpose (Section 6.1).

This led us to move to methods that involve searching the web for answers instead of searching through
existing KBs (Section 6.2). Despite encouraging results, our exploration of such a method showed that
we require more fundamental methods of Understanding Natural Language. With this in mind, we
address the problem of Synset Disambiguation (Section 6.4).

Despite various attempts at Synset Disambiguation we have failed to achieve significant improvement
on current State of the Art in that field. Although this might be possible by extending some of our
methods, we have chosen not to pursue these avenues as our primary research objective is not Synset
Disambiguation.

7.1.1 Question Answering based on Frames
Our initial vision for achieving Open Domain Question Answering was based on the idea that the model
for Question Answering that is closest to what we intend to develop should be based on the Object
Oriented Programming paradigm (Cox, 1985), a method similar to Minsky Frames (Section 2.3.3). We
note that Frames and Classes are not interchangeable. Our intention is to point out that Classes are
potentially a convenient way of expressing Frames. Figure 7.1 is a simplistic representation of this
approach based on the example provided in Section 6.2.

7.1.2 Problems with Frame based Question Answering
Fame based Question Answering requires several elements of NLP such as POS tagging, Dependency
Parsing, Named Entity Resolution and Word Sense Disambiguation. The current State of the Art in
some of these tasks is too low to be used in this proposed method. Our experiments with Word Sense
Disambiguation, a critical requirement for Frame based Question Answering has shown that the task is
potentially as difficult as the task at hand. These complexities and inaccuracies in tasks that we depend
on make Frame based Question Answering infeasible.
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Figure 7.1: A Simplistic Representation of a Frame based Question Answering System, which we Aban-
don.

7.1.3 The problem with Stringing together Tasks
Frame based Question Answering required us to string together multiple tasks. It’s tempting to use this
approach in any new direction of exploration we might choose to use for achieving Question Answering.
This, however, has one significant drawback that our experiments have brought out.

Any given method will nearly always have errors and these errors tend to propagate through our a
system that uses multiple methods sequentially, resulting in the decay of accuracy in all successive steps.

This seemingly trivial observation, when ignored, as we did when attempting Verb Sense Disambigua-
tion (Section 6.5), can have a profound impact on our ability to solve that problem. We conclude that an
approach that minimises sequential steps will potentially have the best results.

This observation also leads us to discard exploration of methods of “understanding” text using tech-
niques that incorporate various elements of Natural Language Processing, such as Named Entity Recog-
nition, Wikification, Word Sense Disambiguation simultaneously so as to boost the performance of each
other (Finkel and Manning, 2010). Such methods, illustrated in Figure 7.2 suffer from the possibility of
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accuracy decay that propagates from one task to the other.

Figure 7.2: Boosted Learning - A Method that can Suffer from Error Propagation Reducing Accuracy.

7.2 Revising the Research Questions

Based on our review of the current State of the Art in Question Answering, our experiments and the con-
clusions we have drawn based on those experiments we discuss how we intend to address the Research
Questions that we defined in Section 1.2, which, to ensure completeness, we restate here:

Research Question 1:
How can relationships between elements of free text, elements in a Knowledge Bases and other
information pertaining to the text be established?

1. What are the various elements in free text that can be linked to Knowledge Bases?
2. What are the Knowledge Bases that can be used and what are the advantages of each?
3. What are the other elements of free text that might be useful?

Research Question 2:
What is the best structure to represent a combination of free text and information extracted from
Knowledge Bases?

1. What structures will enable us to maintain the syntactic structure of free text while enabling us
to process text?

2. How can elements of a Knowledge Base be integrated into the structure representing free text?
3. How can this system be used for Question Answering?

Research Question 3:
How can learning algorithms be used to improve the accuracy of the System?

1. Which specific learning algorithm will provide the best results?
2. How can the structures we use to represent the combination of free text and Knowledge Bases

be parameterized as input to a learning algorithm?

In addition to this we reiterate our requirement of a system that does not consist of sub-tasks. With
this background we make the following Hypotheses:

Hypothesis 1:
DBPedia and WordNet seem to be ideal KBs to link free text with using a combination of Wik-
ification, TOMA, Type identification and Extended Connectors. POS tags of the sentence being
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processed along with details of the patterns that it contains and details of Word Alignment distances
could be important parameters.

Hypothesis 2:
A Dependency Tree with nodes linked to nodes of each of the Knowledge Bases we intend to
integrate seems to be a good representation of Question Answer pairs.

Hypothesis 2:
Recurrent Neural Networks, with their ability to represent variable length input along with the fact
that they are Turing Complete seem to be ideally suited for our purpose, although we choose Long
Short Term Networks due to the Vanishing Gradient problem that limits Recurrent Neural Networks.

We provide a more complete and detailed analysis of how we intend to achieve Open Domain Question
Answering using these elements in Section 7.3.

7.3 Current Vision for the Proposed Question Answering System

In this section we provide a detailed description of the method we intend to develop for Question An-
swering along with rational behind our hypotheses presented in the previous section.

7.3.1 Linking Knowledge Bases
Freebase is often the first choice for most researchers when picking a Knowledge Base for integration
into research work. However, as discussed in Section 5.5, Google is currently in the process of shutting
down that system. DBPedia, although containing significantly less entities, is not only active but also
has the advantage of being directly linked to Wikipedia. We believe that this additional relation can be
exploited for extracting text patterns related to each of these entities.

DBpedia also benefits from the large number of methods (Milne and Witten, 2008; Ferragina and
Scaiella, 2010; Speck and Ngonga Ngomo, 2014) available for linking elements of free text to elements
contained in the Knowledge base. In addition, we have access to the method of Wikification that we have
developed, enabling us to customise the links we establish. For these reasons we pick DBPedia as the
specific Knowledge Base that we exploit for our purpose.

DBpedia provides us with a source of external knowledge. However, we also need a source that pro-
vides us with a hierarchical classification of entities in free text. Unfortunately, a fine grained hierarchical
classification system will require Word Sense Disambiguation. To get around this we use the method we
have developed for Type Identification, described in Section 6.5.4, for which we depend on WordNet.

7.3.2 Representing Free Text and Related Information in a Single Structure
Our experiments, described in Section 6.5.2 have demonstrated the need for the entire Dependency Tree
to be able to represent the structure of a sentence without any loss of information. With this in mind we
use Dependency Trees to represent sentences.

We still need a method of linking this information to elements of a Knowledge Base. To achieve this
we use the method introduced by Lao et al. (2012), discussed earlier in Section 5.6. This consists of
representing both the sentence and the Knowledge Base as graphs and drawing edges between nodes
representing the same element. Establishing these connections is achieved through a Entity Resolution
mechanism, which in our case is Wikification. It should be noted that we use this method to link both
DBpedia elements and Types that we extract from WordNet.

This Graph could potentially be extremely large. We prune this graph using the method proposed by
Usbeck et al. (2015) which we have previously detailed in Section 5.5.3. Figure 7.3 is an example of a
part of such a graph.

The graph in Figure 7.3 represents a part of the Dependency Tree for the sentence “The City’s econ-
omy depended on subjugated peasants called helots” (Nodes in Blue), along with relevant elements from
DBpedia (Nodes in Green) and Types Identification information (Nodes in Red). The blue edges repre-
sent edges added by our system through Wikification and Type Identification. It should be noted that we
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Figure 7.3: The Proposed Combined Graphical Representation of Free Text and Associated KBs

have left out some information from the Graph for readability. This includes the edge types of each edge
in the Dependency Tree, the weight of each of the edges that we add which represents the confidence
with which we add that edge and several nodes in DBpedia. It should also be noted that the DBpedia
nodes with darker edges (Slavery in ancient Greece, Slavery) represent categories as opposed to those
with light edges that represent entities (Helots).

7.3.3 Incorporating Learning Mechanisms
Our exhaustive study of Machine Learning Algorithms presented in Chapter 3 show that Recurrent Neu-
ral Networks, which are Turing complete (Siegelmann and Sontag, 1991), provide a powerful way of
capturing relations across long distances. Unfortunately, Recurrent Neural Networks suffer from the
Vanishing gradient problem (Hochreiter et al., 2001). To get around this we use Long Short Term Mem-
ory Networks.

We are still left with the formidable task of representing the graphs we have created (Section 7.3.2)
into features for a LSTM Network. We achieve this by making use of the method proposed by Iyyer et al.
(2014) which we have detailed in Section 5.7.

We note that there are differences between the graph used by Iyyer et al. (2014) in their work and that
we intend to use. Additionally they use RNN instead of LSTM Networks. These adaptations will be one
of the core elements of our work.

7.4 Putting it all Together

In this section we describe how we intend to combine the various elements discussed in the previous
sections to create an Open Domain Question Answering system. We retain the use of Search Engines for
Question Answering as described in our experiments in Section 6.2 which is similar to some of the first
attempts at Open Domain Question Answering (Unger et al., 2012) and more recent attempts in languages
other than English (Tufi et al., 2008). We intend to modify the search terms based on Connectors that
we introduce in Section 6.5.3 so as to improve our ability to extract documents that potentially contain
answers.

We note that the tasks described in the previous sections are best suited for working with sentences,
one of which contains the answer. We intend to start our research work by focusing on single documents
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that contain the answer to the given question. We use the method described by Hermann et al. (2015)
and detailed in Sections 5.8 and 5.9 to extract such data.

Once this has been achieved we intend to extend our work to include document extraction by picking
sentences from multiple search results by using Word Alignment Scores between sentences as described
in Section 5.2, TOMA (Section 6.9.1) and Dependency Walk SECTION.

7.5 Evaluation

Due to the requirement of having questions that can be answered based on text from a single document
we start our exploration by making use of the method proposed by Hermann et al. (2015) for extracting
Question Answer pairs collected from CNN and The Daily Mail (Detailed in Sections 5.8 and 5.9).

In addition, the following are some of the standard datasets used for evaluating the performance of
Question Answering Systems:

• TREC Question Answering track (Voorhees, 2001)

• SimpleQuestions(Bordes et al., 2015)

• WebQuestions(Berant et al., 2013b)

• Free917 (Cai and Yates, 2013a)
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Chapter 8

Proposed Timetable

We present a tentative timetable for our research below. We leave it flexible due to possible unforeseen
eventualities and any changes will be reported in subsequent RSMG meetings. During the course of our
research, we will publish our work at each any stage results become available.

September - December 2015:

1. Explore Recursively Neural Networks and Long Short Term Memory Networks.
2. Dwell into the mathematical foundations of these networks to able to better adapt them to our

work.
3. Ensure that they can be used for our purposes.

January - March 2016:

1. Explore the current implementation of DT-RNNs and see how they can be modified into LSTM
Networks.

2. Create a system for extracting Question Answer pairs from CNN and The Daily Mail.
3. Experiment with DT-LSTM Networks

April - June 2016:

1. Course correction based on experimental results.
2. RSMG Report 4

July - September 2016:

1. Make changes to DT-LSTM Networks based on any changes required.
2. Evaluate results of the updated DT-LSTM Network

Beyond the next year, the timetable will be based on the results of the research during the year and
might change. However, we provide a brief outline based on what we currently believe the status of our
research will be.

October 2015 - March 2016:

1. Find methods of extracting and linking sentences across multiple documents.
2. Work on methods of extending DT-LSTM Networks to integrate this information.
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3. Experiment with cross document DT-LSTM Networks
4. RSMG Report 4

October 2015 - March 2016:

1. Make changes to cross document DT-LSTM Networks based on experimental results.
2. Perform additional experiments with DT-LSTM Networks
3. Start writing Thesis
4. RSMG Report 5

April 2016 - September 2016:

1. Find methods of integrating document discovery, cross document linking and answer discovery
with DT-LSTM Networks.

2. Experiment with these networks
3. Continue writing Thesis
4. RSMG Report 6

October 2016 - January 2017:

1. Complete writing Thesis
2. Defend Thesis
3. Contingency time
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Appendix A

Results: Using Search Engines for
Question Answering

In this section we detail further results in our attempt to create a Question Answering system described
in Search 6.2.

Question: “What does the Peugeot company manufacture?”
Search Terms Extracted: “Peugeot company”

Result 1
Our useful calculator makes it easy to work out the tax implications of your fleet, company or leasing vehicles.
Read about the latest technological innovations from Peugeot.

Use our configurator to price up your ideal Peugeot car or van.

Result 2
PSA Peugeot Citroen says it is ready to ink a contract with Iran Khodro to produce vehicles in the country, should nuclear talks
between Tehran and .
In the second and final part of an interview with Maxim Picat, the head of Peugeot explains why the brand cannot launch a
low-cost model, and details plans for new energy cars.
Plimsolls UK Peugeot Car Dealers analysis is the most definitive and accurate study of the UK Peugeot Car Dealers sector in
2013.
Iran Khodro says as well as parallel negotiations with PSA to set up a new joint venture, it is also in talks with a “popular”
Western company as it looks to rapidly capitalise on what appears to be a dramatically improving .
PSA Peugeot Citroen - Financial and Strategic SWOT Anal .
Faurecia says it has inked a joint venture with Dongfeng Hongtai, which will serve the Chinese company and its automotive
partners for passenger and .
Car sales in France continued to recover in March with domestic automakers PSA Peugeot Citroen and Renault both showing
strong gains as mid market brands .
PSA Peugeot Citroen - Financial and Strategic SWOT Analysis Review provides you an in-depth strategic SWOT analysis of
the companys businesses and operations.
Can Peugeot become a near-premium brand, in time?
Peugeot Car Dealers - Industry Report .

Automotive industry company news .

Result 3
Our useful calculator makes it easy to work out the tax implications of your fleet, company or leasing vehicles.
Read about the latest technological innovations from Peugeot.

Use our configurator to price up your ideal Peugeot car or van.

Question: “Who is the author of the book, The Iron Lady: A Biography of Margaret Thatcher”?
Search Terms Extracted: “author book Iron Lady A Biography Margaret Thatcher”
No Results identified as relevant

Question: “What is the name of the rare neurological disease with symptoms such as: involuntary move-
ments (tics), swearing, and incoherent vocalizations (grunts, shouts, etc.)?” Search Terms Extracted:
“name rare neurological disease swearing”

73



Result 1
Later stages of the disease may include further loss of physical and intellectual functions, a state of unconsciousness , and
increased susceptibility to repeated infections of the respiratory tract .
Enter a disease name or synonym to search NORD’s database of reports.
Permission is hereby granted to print one hard copy of the information on an individual disease for your personal use, provided
that such content is in no way modified, and the credit for the source and NORD’s copyright notice are included on the printed
copy.
As the disease progresses, there may be rapidly progressive deterioration of cognitive processes and memory , resulting in con-
fusion and disorientation, impairment of memory control, personality disintegration, agitation, restlessness, and other symptoms
and findings.
NORD’s full collection of reports on over 1200 rare diseases is available to subscribers (click here for details).
We are now also offering two full rare disease reports per day to visitors on our Web site.
In addition, in some extremely rare cases, CJD may take an infectious form.
NORD’s reports provide a brief overview of rare diseases.
Creutzfeldt-Jakob disease is an extremely rare degenerative brain disorder characterized by sudden development of rapidly
progressive neurological and neuromuscular symptoms.
Alone we are rare.

In early December 2000, European Union agriculture ministers agreed upon new measures to combat the spread of mad cow

disease, including incinerating any cow over 30 months of age that had not tested negative for BSE.

Result 2
Hi my cousin has just been diagnosed with a rare neurological degenerative disorder, but no one in my family seems to be able
to tell me the name.
Symptoms include loss of mobility... show more Hi my cousin has just been diagnosed with a rare neurological degenerative
disorder, but no one in my family seems to be able to tell me the name.
Name of a rare degenerative neurological disease that is diagnosed in .
[What was your best friend name from .
[Newly disabled by neurological disease that’s degenerative & want to die before I become more of a burden .
[Lou Gehrig may not have died from the disease named after him?
Name of a rare degenerative neurological disease that is diagnosed in .

If anyone has heard of a disorder like this I would appreciate a name - some .
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Appendix B

Other Systems Explored

We list here the various systems that were explored in deciding on which existing systems to adapt to our
needs. We note that although none of the below systems have currently been used, we might be required
to use some of them in the future.

B.1 Systems Explored

• Yago2 (Hoffart et al., 2013)
• Microsoft N-Gram dataset (Zhai et al., 2011)
• The ClueWeb12 Dataset (www.lemurproject.org)
• ReVerb (Fader et al., 2011) (Also see: reverb.cs.washington.edu)
• Berkeley Entity Resolution System (Singh et al., 2013)
• Stanford Named Entity Recogniser (Finkel and Manning, 2010)
• SENNA (Collobert et al., 2011; Collobert, 2011): NLP predictions including POS tagging, chunk-

ing, name entity recognition, semantic role labeling and syntactic parsing.
• Probase (Wu et al., 2012): Large Common Sense database from Microsoft Research.
• MindNet (Vanderwende et al., 2005): Knowledge Representation project at Microsoft Research.
• Google Books N-Gram data (Lin et al., 2012)
• SEMPRE (Fader et al., 2014): Used to train semantic parsers that map Natural Language Text to

certain logical forms.

B.2 Methods to be Studied in Greater Detail

We list here some methods we believe will be of importance and require further study.

• Minimum Bayes Risk
• Markov Logic Networks
• Bootstrapped Learning (Recursive self-improvement) (Bootstrap aggregating) (bagging).
• Categorial grammar
• Sparse Network of Winnows
• Restricted Boltzmann machines
• Monte Carlo Tree Search
• Neural Turing Machines (Graves et al., 2014)
• Sparse Network of Winnows (Carlson et al., 1999)
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